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ABSTRACT 

 

 

The aim of the present project was to evaluate the basic psychometric proprieties of 

two widely used tasks in neuropsychology, namely the Stop-Signal Task and the Iowa 

Gambling Task.  

 

This project consisted of five independent studies (N = 207; N = 114; N = 174; N = 

134; N = 158), composed of Italian community dwelling adult participants, who 

volunteered to take part in the studies. Specifically, these studies aimed at addressing the 

problems presented in literature on the reliability and validity of the Stop-Signal Task and 

the Iowa Gambling Task, also considering more advanced method for computing relevant 

indices (at least in relation to the Stop-Signal Task). In particular, the studies aimed at 

evaluating the convergent validity between the Stop-Signal Task and the Iowa Gambling 

Task and self-report measures of disinhibition, and other computerized behavioral tasks. 

Moreover, the studies aimed at assessing the temporal stability of the Stop-Signal Task 

and the Iowa Gambling Task with a three-months test-retest paradigm.  

 

The results of this project may advance our knowledge on the reliability and 

convergent validity of the Stop-Signal Task and the Iowa Gambling Task.  
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Rationale and Objectives 

 

Before entering into the descriptions of the studies presented in this research project, I 

want to introduce the logic behind them.  

In the following pages, I will focus on the basic psychometric characteristics of well-

known and widely used tasks developed to assess response inhibition and impulsive 

decision-making. These tasks are frequently incorporated as primary measures in large 

scale studies (e.g., Bissett et al, 2021). However, it happened that sometimes their 

psychometric properties are not sufficiently investigated or taken for granted. For 

instance, in 2020, Elliott and colleagues carried out an extensive meta-analysis and 

showed that common task-fMRI measures ware not suitable for brain biomarker 

discovery or for individual-differences research because of their low reliability indices. 

Problems with reliability of measure lie at the heart of reproducibility and replicability of 

findings (Nosek et al, 2022), and research that embraces the psychometric rigor necessary 

to generate clinically actionable knowledge could represent a first step to move forward 

(e.g., Elliott et al, 2020; Elliott et al, 2021). For instance, it may be useful to remember 

that different measures of reliability measure different types of measurement consistency 

and are not necessarily highly correlated (e.g., Chmielewski & Watson, 2009). Although 

some tasks were explicitly designed with cognitive models in mind (e.g., the Stop-Signal 

Task), or the interpretation of their results hinges on assumptions about the performance 

of healthy participants (e.g., the Iowa Gambling Task), the reliability of the scores 

resulting from these models or the empirical sustainability of the assumptions is rarely 

examined (e.g., Bissett et al, 2021; Steingroever et al, 2013).  

The studies presented here tried to address these issues by assessing the psychometric 

properties of the Stop-Signal Task and the Iowa Gambling Task. 
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SECTION I: STOP-SIGNAL TASK 
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1. Introduction 

 

The Stop-Signal Task (SST) has been used at assessing the cognitive-control 

mechanisms involved in inhibitory behavior (Matzke et al, 2018). The parameter 

describing the stopping process is the Stop-Signal Response Time (SSRT), which has 

been much criticized since it can be strongly distorted. After presenting an overview of 

the present literature, the overall objective of this section is to present the psychometric 

proprieties and measurement models of the improved version of the SST.  

In this first Section, several works about the Stop-Signal Task will be presented. 

Specifically, Chapter 2 presents bibliographic research where response inhibition and 

stopping process are described (Chapter 2.1). Then (Chapter 2.2), inhibition paradigms 

used in this project are presented and described in detail (i.e., Go/No-Go Paradigm 

[Bezdjian et al, 2009] and Stop-Signal Task [Verbruggen et al, 2019]). The Chapter ends 

with a review of the different Methods of Response Inhibition, that explain the inhibition 

process (i.e., The Independent Horse Race Model [Logan, 1981], The Interactive Horse 

Race Model [Boucher et al, 2007], and The Hanes-Carpenter Model [Hanes & Carpenter, 

1999]). Chapter 3, focuses on the most used Frequentist Estimations of SSRT, including 

the Mean Method (Logan & Cowan, 1984), the Integration Method (Logan, 1981), and 

the Colonius Method (Colonius, 1990). A different SSRT estimation will be presented in 

Chapter 4, which covers Bayesian estimation methods (i.e., Individual Bayesian 

Parametric Approach and Hierarchical Bayesian Parametric Approach). Finally, two 

studies on the psychometric proprieties of the Stop-Signal Task will be presented: the first 

study aims at assessing the convergent validity between the SST and self-report measures 

of disinhibition and at testing if one of the different models proposed for estimating the 

SSRT (e.g., the mean method, the Bayesian parametric method, etc.) would show larger 

convergent validity with self-reports of disinhibition (i.e., the UPPS-P Impulsive 

Behavior Scale [UPPS-P; Cyders & Smith, 2007], Impulsive Sensation Seeking Scale 

[ImpSS; Zuckerman et al, 1991], Barratt Impulsiveness Scale-11 [BIS-11; Patton et al, 

1995] and Personality Inventory for DSM-5 [PID-5; Krueger et al, 2012]); moreover, this 

study aims at assessing also the convergent validity between the SST and the Go/No-Go 

Task. Also in this study, SSRT scores will be computed using different measurement 

models to show their convergence with lab tasks. The last study aims at assessing the test-
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retest stability of the SST with a three-months test-retest reliability paradigm. In this study 

I relied on three different approaches to assess the reliability estimations: test-retest 

reliability (i.e., Spearman r coefficient), Intraclass Correlation Coefficient (ICC), and 

internal consistency estimations.  

This section will be concluded with future direction (Chapter 7) and a general 

conclusion about the Stop-Signal Task (Chapter 8).  
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2. Literature Review 

 

 

2.1 Inhibition 

 

 
2.1.1 Concept of inhibition 

 

The concept of inhibition was described for the first time at the end of the 19th century, 

by William James, the father of modern psychology, that defined inhibition as “an 

essential and unremitting element of our cerebral life” (James, 1890, p. 583). However, 

it’s only in the second half of this century that the application of the terminology of 

inhibition became common in neuroscience (Smith, 1992).  

Before 19th century, according to Macmillan (1992), inhibition was considered a form 

of excitement or its opposite (Bari & Robbins, 2013; see also Melzter, 1899). Instead, 

with the start of the 19th century, and its appearance in psychology (Gall, 1835), inhibition 

was used to describe numerous and dissimilar experiences (Bari & Robbins, 2013).  

Indeed, there are two principal applications of the concept of inhibition: one related to 

the nervous system (Miller & Cohen, 2001), and a second concepts related to thought and 

behavior.  

Thus far, Bari and Robbins (2013) tried to classify the inhibitory processes, since the 

relationship between inhibition of mental processes and of physical responses is not 

entirely clear. As shown in Figure 2.1, the authors divided inhibition or inhibitory control 

in cognitive inhibition (i.e., the stopping of mental processes as memories, thoughts, 

perceptions, emotions, etc.) and behavioral inhibition (i.e., the stopping of a manifest 

behavior). Behavioral inhibition in turn is divided in response inhibition (impulsive 

action), deferred gratification (impulsive choice) and reversal learning (inflexibility, 

compulsivity).  
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Figure 2.1. Classification of inhibitory control 
Adapted from Bari & Robbins, 2013 
 

A recent study of Hendry and colleagues (2022), suggested to describe inhibition by 

describing its effects, that can be produced by different contexts or tasks. Thus, the 

authors identified two types of inhibition: directed global inhibition and competitive 

inhibition (see also, Munakata et al, 2011). Directed global inhibition is a response, for 

example, to an external prohibition (e.g., “Do not walk on the grass”), whereas during 

competitive inhibition the subject execute an alternative response to an inhibited action 

(e.g., when the traffic light turns yellow, and the driver must press on the brake rather 

than on the accelerator). 

However, thus far, there is little consensus about what inhibition is, even in the field 

of psychology. Werner and colleagues (2022) concluded that the difficulty to define 

inhibition is because it is included in several psychological areas (e.g., cognitive, social, 

personality, developmental, clinical psychology, and neuroscience). More recently, 

indeed, these authors (Werner et al, 2022) considered three interrelated issues about 

inhibition: (a) there is an increase of different operationalizations about inhibition, 

because different subfields disagree on how to define it; (b) many areas have lowered the 

threshold for what counts as inhibition, considering “inhibition” as a construct; and (c) 

Inhibition 

Behavioral 

inhibition 

Cognitive 
inhibition 
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the term “inhibition” has been overextended to concepts that can be more parsimoniously 

explained by other constructs (Werner et al, 2022). 

Another issue about the definition of inhibition concerns if inhibition should be 

considered as a component of the executive functions or not (see for example, Bari & 

Robbins, 2013). For example, people need to pay attention to environmental cues that 

suddenly change to inhibit the action. Indeed, if inhibition is truly needed to implement 

cognitive control there is no direct evidence (Cohen, 2017).  

Lastly, in the cognitive neuroscience literature (e.g., Bari & Robbins, 2013), there are 

two forms of inhibition: a slower (namely also cool or motor impulsivity; Castellano et 

al, 2006; Eagle et al, 2009) and a fast form (namely also hot or choice impulsivity; 

Castellano et al, 2006; Eagle et al, 2009). The first one involves deliberation and the 

fulfillment of desires with the consideration of negative consequences; whereas the 

second form do not consider enough the possible negative outcomes (for a review of 

authors, see Bari & Robbins, 2013). 

 

 

2.1.2 Response Inhibition 

 

As widely described in the previous paragraph, inhibition is commonly used to 

describe a wide variety of functions (Kok, 1999); however, in this manuscript, it is 

considered to the deliberate, controlled suppression of responses. The ability to control 

impulses and suppress responses when are no longer necessary is the foundation for the 

possibility to adapt ourselves within an ever-changing environment. This ability is known 

as Response Inhibition (RI). RI is an important component of the Executive Function (EF; 

Miyake et al, 2000), and specifies the ability to suppress a dominant, automatic or 

prepotent responses when they are contextually inappropriate and no longer necessary 

(Skippen et al, 2019). According to Skaggs (1929) since response inhibition is most of 

the time voluntary or involving some degree of consciousness, it involves motor-related 

brain areas.  

Response Inhibition, an essential cognitive control process, has been theoretically 

associated with impulse control (Bari & Robbins, 2013). Therefore, response inhibition 

becomes necessary when individuals have to adjust their behavior to changing conditions, 
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changing goals, and changing world (Logan, 1994; Matzke et al, 2018; Schachar et al, 

2007). For example, RI is necessary when someone is driving, and they have to suddenly 

slow down because an animal is coming toward them. In addition, RI becomes 

indispensable when we have to stay focused on a task, ignoring the distractors in the 

environment (Johnstone, et al, 2007).  

Existing research has shown that response inhibition changes throughout a lifetime; 

for example, developmental studies have shown that RI has an inverted U-shape 

throughout its lifespan: it is higher during childhood, and it slows down again in older 

age (e.g., Bedard et al, 2002; van de Laar et al, 2010).  

Response inhibition may have important implications for typical and atypical 

developmental trajectories. Indeed, behavioral consequences in healthy and pathological 

brain can be measured with observable indices of inhibitory processes. For example, 

inhibition lack can have relevant implications for the outcome of treatment of people with 

different psychopathological disorders and problematic behaviors (e.g., Attentional 

Deficits Hyperactivity Disorder [ADHD], obsessive-compulsive disorder, pathological 

gambling, substance use disorder, schizophrenia, etc.; Gut-Fayand et al, 1999; 

Nederkoorn, et al, 2007). In ADHD children impulsivity is often manifested as the 

inability to wait in a variety of situations and as the tendency to interrupt others’ 

conversations, or to respond before the end of the question (DSM-5, p. 68; APA, 2013). 

For example, there are numerous study that revealed that individuals with ADHD perform 

worse on inhibition task compared to individuals without ADHD (e.g., King et al, 2007; 

Lijffijt et al, 2004; Lijffijt et al, 2005). According to Bari and Robbins (2013), impulsivity 

is often described also as the main behavioral characteristic of drug abusers, 

schizophrenic patients, and obsessive compulsive disorder [OCD; see also Bari & 

Robbins, 2013; Chamberlain et al, 2005; Dumais et al, 2011; Gut-Fayand et al, 2001).  

Lack in inhibitory control may also negatively affect the lives of healthy adult 

individuals (Bari & Robbins, 2013; Fuster, 2008). However, certain impulsive behaviors 

are not necessarily disadvantageous, but be adaptive (Block, 2002; Dickman, 1990; 

Harnishfeger & Bjorklund, 1994).  
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2.2 Inhibition Tasks 

 
Inhibition behavior can be measured in a several ways in individuals, for example by 

self-report questionnaire, such as the Barratt Impulsiveness Scale, by observing behavior 

in natural setting, or with behavioral measures of impulsivity (Bari & Robbins, 2013). 

Moreover, inhibitory control was suggested to be a heterogeneous construct, that allow 

researchers to include a wide range of tests and tasks to measure it (López-Caneda et al, 

2014).  

Some of the computerized tasks mostly used to measure Inhibition are the Stroop Task 

(Stroop, 1935), the Antisaccade Task (Hallett, 1978), and the Stop-Signal Task (Logan, 

1994). Briefly, during the Stroop Task (Stroop, 1935) participants watch a sequence of 

color words, in incongruously colored ink (e.g., the word “yellow” printed in green ink). 

During this task, individuals are asked to name the ink, suppressing the word meaning. In 

the Antisaccade Task (Hallett, 1978), once the fixation point has disappeared, participants 

have to direct their gaze in the direction opposite the cue that appears (e.g., the cue points 

to the right, participants have to look left). Finally, during the Stop-Signal Task (Logan, 

1994), participants are asked to press a key corresponding to stimulus, and to inhibit their 

response when a different stimulus or an acoustic signal appears. All these tasks, require 

deliberate stop for a response that is moderately automatic.  

However, the Stop-Signal Task has been poorly investigated in neuropsychological 

contexts; but a similar task (i.e., the Go/No-Go Task) has been well studied in 

neuropsychological contexts (e.g., Casey et al, 1997; Kiefer et al, 1998). For this reason, 

in order to evaluate response inhibition in laboratory setting, in this project two different 

paradigms were used: the Go/No Go Paradigm (Bezdjian et al, 2009) and the Stop-Signal 

Paradigm (Logan & Cowan, 1984). These two paradigms are the typical tasks used to 

measure the ability to inhibit a response. Both tasks are based on the execution of a motor 

response to visual stimuli, while on some trials the stop signal (e.g., visual or acoustic) 

instructs participants to inhibit the response. The difference between these two tasks is 

the temporal presentation of the stop signal (Eagle et al, 2008; Schachar et al, 2007): 

during the Go/No-Go Task, the stop signal is presented instead of the go stimulus 

(Simmonds et al, 2008), while on the Stop-Signal Task is presented after the go stimulus 

(Verrbruggen & Logan, 2008). This difference has led several researchers to wonder 
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whether these two tasks measured the same concept. In the next paragraphs, the platform 

used for the administration of the tasks and the tasks themselves used for this section of 

the project will be discussed.  

 

 

2.2.1 Psychology Experiment Building Language platform 

 

Some of the tasks used were administered with the Psychology Experiment Building 

Language platform (PEBL; Muller, 2013; Mueller & Piper, 2014). Traditionally, 

Executive Function (EF) is thought to include three main subcomponents: (a) updating 

(i.e., constant monitoring and rapid addition/deletion of working memory contents), (b) 

shifting (i.e., switching flexibly between tasks or mental sets), and the main point for this 

project, (c) inhibition (i.e., deliberate overriding of dominant or prepotent responses). 

Usually, EF has been assessed using paper-and-pencil methods of administration, but 

computerized administration offers potential advantages ensuring ease of administration, 

standardization of presentation across test sessions, automatic scoring, randomization of 

stimuli and tasks, the precision of timing, and the opportunity to transport a large number 

of potential tests in one laptop (e.g., Collerton et al, 2007; Nicholl et al, 1995).  

Despite the fact that computerized cognitive assessments have been shown to be 

feasible and useful also in the oldest-old age group (e.g., Collerton et al, 2007) and they 

are widely used in some settings (e.g., pharmacological studies; Simpson et al, 1991), 

they are less used in clinical practice (e.g., Morris et al, 2000). Based on these 

problematics, Mueller (2010; 2012) developed the Psychology Experiment Building 

Language (PEBL).  

Researchers and clinicians can create, run, and share behavioral tests using PEBL’s 

platform, that is a free, open-source software system (Mueller & Piper, 2014). Since 

PEBL is an open system, users are to install the software and share their experiments with 

others without worrying about licenses (Mueller & Piper, 2014). A major advantage of 

PEBL is that it is an open-source program, and this led to some advantages: for example, 

researchers and clinicians can inspect, modify and redistribute the source code, so that 

experiments can be verified and modified by other researchers (Mueller & Piper, 2014). 

Generally, PEBL experiments are run through the software launcher, letting users select 
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aspects of the test, such as the way it is conducted, the ability to use “experiment chains” 

to not interrupt the administrations when a task end. Indeed, in this project a chain with 

two tasks used in this project (i.e., Balloon Analogue Risk Task and Iowa Gambling Task; 

see paragraph 5.2 of the second Section) has been created. For the studies assessed in this 

Section it was not necessary the creation of a chains since the only task administered with 

PEBL was the Go/No-Go Task. All the tasks were administered in Italian language, 

randomly and with full screen.  

A screenshot of the PEBL launcher is shown in Figure 2.2.  

	

	
Figure 2.2. Screenshot of the PEBL Launcher. 
This platform which allows users to navigate the test battery, run specific tests  
and execute a “chain” of tests appropriate for a particular study. 
 

The entire test battery presented in PEBL platform focuses on computerized cognitive 

tests, including paradigms that involve memory, attention, and executive control, for a 

total of approximately 70 tests and test variants (Mueller, 2010; Mueller, 2012). 

Notwithstanding the number of tasks included, Piper (2012) had provided evidence for 

the reliability and validity of the tasks included in the PEBL battery. For this project, all 

PEBL test battery tasks were completed on an IBM-compatible laptop personal computer. 

Table 2.1 shows the tasks used in this project available on the PEBL software.  
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Table 2.1. Description of the three tasks used in this project available on the PEBL Test 

Battery.  

 

 

This platform has been used and can be used in different discipline studies, and 

Mueller and Piper (2014), in their article, have illustrated part of these disciplines, 

including for example Artificial Intelligence, cognitive psychology, neurology, clinical 

psychology cognitive neuroscience, etc. (to a review see Mueller & Piper; 2014) 

 

 

2.2.2 Go/No-Go Paradigm  

 

The Go/No-Go Paradigm allows researchers to describe symptoms of both impulsivity 

(i.e., difficulties in inhibiting the response), and inattention (i.e., difficulties in sustained 

attention). The Go/No-Go Task (Bezdjian et al, 2009) allows evaluating these two 

aspects. For example, to explore the disinhibitory nature of ADHD, numerous studies 

have utilized laboratory measures such as the Go/No-Go task (Nigg, 2001). The Go/No-

Go Task has a long story (Donders, 1868; Donders, 1969), and its application is increasing 

in several fields, as bilingualism (Dijkstra et al, 2000), neuropsychology (Goldberg et al, 

2001), speech production (Hino & Lupker, 2000), recognition memory (Boldini et al, 

2004), etc. Gordon and Camarazza (1982) first applied this procedure to the lexical 

decision task. The use of the Go/No-Go procedure minimizes response confusion and 

errors in response selection, by making selection simpler than a two-choice procedure 

(Gordon & Camarazza, 1982). 
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In detail, during the Go/No-Go Task, participants are asked to respond when a target 

stimulus (i.e., letters P or R) appears. During this task, participants watch a sequential 

presentation of the two letters and have to respond to one of them by pressing the right 

shift key on the keyboard. The presentation begins with a 2x2 array with four blue stars 

(one in each square of the array; as shown in Figure 2.3), and the letters appears for a 

duration of 500 milliseconds with an inter-stimulus interval (ISI) of 1,500 ms.  

 

 

Figure 2.3. Screen presentation of the Go/No Go Task 
 

The Go/No-Go Task consists of two opposite conditions, with 160 trials each. In the 

first condition, participants are asked to press the right shift key in response to the letter 

P (“Go” trials) and withhold their response to the letter R (“No-Go” trials); on the 

contrary, in the second condition participants are asked to make a response to the letter R 

(“Go” trials) and withhold their response to letter P (“No-Go” trials). Figure 2.4 shows 

the two different conditions.  

 

    

Figure 2.4. Examples of P-condition (left panel) and R-condition (right panel) 
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Prior to both conditions, participants are administered a few practice trials to ensure 

the task was fully comprehended. The ratio of Go trials and No-Go trials is equal in both 

conditions, and it is 80:20. Figure 2.5 represents the sequence of events in the Go/No-Go 

Task. In this example, participants respond to the letter P (by pressing the right shift key 

on the keyboard) in the Go trial and inhibit their response when the letter R appears in the 

Stop trial. 

 

      

Figure 2.5. Representation of the sequence of events during the Go/No-Go task. 
FIX = fixation point. 

 

The behavioral performance of the task was assessed by calculating four values both 

in the whole performance and in each condition:  

1) correct responses to the target letter (i.e., participants correctly pressed to the “Go” 

trials);  

2) correct reactions to the No-Go letter (i.e., participants correctly inhibited responses 

to the “No-Go” trials);  

3) errors of omission: responses that occur when no response is required, which are 

typically considered an indicator of inattention (Barkley, 1991; Halperin et al, 

1991). 

4) errors of commission: responding incorrectly to the No-Go letter, which is 

considered an indicator of impulsivity (Barkley, 1991; Halperin et al, 1991).  

In addition, reaction time (RT) variability to the “Go” trials was assessed for each 

participant. For the purpose of this research project, the Go/No-Go Task in the PEBL 

library has been used in its Italian translation (Fossati et al, 2018).  

 

Go Trial

FIX

Go stimulus
Stop Trial

FIX

Stop Signal

Go Trial

FIX

Go stimulus
Stop Trial

FIX

Stop Signal
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2.2.3 Stop-Signal Paradigm  

 

The Stop-Signal Paradigm (SSP) is frequently used to assess response inhibition and 

the most used is the Logan and Cowan paradigm (1984). A wide range of psychological 

disciplines have used the SSP, over the past decades, including clinical psychology, 

developmental psychology, experimental psychology, psychopathology, 

neuropsychology and studies of individual differences studies (e.g., Matzke et al, 2018). 

Moreover, it is applied to study inhibition deficits in clinical conditions, such as 

schizophrenia (Matzke et al, 2017), ADHD (Matzke et al, 2019), Obsessive Compulsive 

Disorder (OCD; Verbruggen & Logan, 2008), and in drug and alcohol-users’ studies (e.g., 

Monterosso et al, 2005; Goudriaan et al, 2006).  

 

To study the underlying process of the Stop-Signal Paradigm, the Stop-Signal Task 

(SST) is often used. The Figure below show the wide fields where the stop-signal is 

flourishing (right panel) and the number of articles citing “stop-signal task” per years (left 

panel).  

 

 

 

The participants in the SST perform a two-choice visual response task. Depending on 

the paradigm, they have to respond to the color, shape, or direction of the stimulus. 

Occasionally, this primary stimulus is interrupted by a stop-signal, that can be a sound or 

any other stimulus (e.g., visual stimulus), that instructs participants to inhibit their 
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response and not to respond (Logan & Cowan, 1984). The time between the presentation 

of the primary stimulus and the presentation of the stop-signal is called Stop-Signal Delay 

(SSD). The latency of the stop process is called Stop-Signal Reaction Time (SSRT), and 

it is the main interest for researchers.  

This task can be administered in two different ways: with the fixed SSDs procedure or 

with the tracking procedure (Logan & Cowan, 1984). During the first procedure, the stop-

signal is executed with a fixed delay on all stop trials. Despite the simplicity of use of the 

fixed SDDs procedure, it has few limitations (Band et al, 2003; Congdon et al, 2012; 

Matzke et al, 2018; Williams et al, 1999), and for this reason the most common setting 

for the administration of the SSD is the tracking method, where it is adjusted by 50ms 

after every trial. This procedure is also called the one-up/one down procedure (Logan et 

al, 1997; Verbruggen & Logan, 2009; Verbruggen et al, 2013): after every successful 

inhibition, the SSD is increased by 50ms, and, on the contrary, when the inhibition is 

unsuccessful, the SSD is decreased by 50ms. Using this procedure, the probability that 

participants respond to the stop-signal is closely to 50% [p(respond|signal) ≈ 0.50] 

(Verbruggen et al, 2013). Unlike the fixed SSDs, with the tracking procedure participants 

cannot predict when the stop-signal is executed, and thus they cannot wait for its 

appearance. This is one of the advantages of this procedure and provide more precise 

estimates of the Stop-Signal Task values (see paragraph e of this Section). In addition, 

during the presentation of the task with the instruction, participants are asked not to wait 

for the stop-signal to occur (Verbruggen et al, 2013), also because of the use of the 

tracking procedure and because it is possible to invalidate the performance. Because of 

its limitation, that use fixed stop-signal delays require a high number of trials, whereas 

methods that use the tracking procedure for SSD require a smaller number of observations 

for still accurate and valid estimation of SSRT (Band et al, 2003; Congdon et al, 2012; 

Matzke et al, 2018; Williams et al, 1999). However, to obtain realistic performance, 

researchers are recommended to present participants with approximately 120–150 go-

trials and 40–50 stop-signal trials with the tracking procedure (Verbruggen & Logan, 

2009).  

Following the recommendation of Verbruggen and colleagues (2019), in this project 

the tracking procedure has been used.  
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For this project, I relied on an open-source stop-signal paradigm to improve the 

replicability of the findings (Stop-it Task - The jsPsych version; Verbruggen et al, 2019). 

In addition, Verbruggen and colleagues (2019) published the guidelines for the 

administration of the task, which states that if the task is not used adequately, it falls to 

its own success. Therefore, the authors decided to publish twelve recommendations to 

improve the quality of future stop-signal research, that should be heterogeneous on how 

the task is executed, how SSRT is estimated and how to report results (Verbruggen et al, 

2019).  

Following the established procedure, during this task, participants had to discriminate 

between a green arrow pointing to the left and a green arrow pointing to the right 

(Verbruggen et al, 2019). When a go-trial appears (i.e., on the 75% of the trials) 

participants have to respond quickly and accurately, by pressing the correct key on the 

keyboard (i.e., the left arrow key for the green arrow pointing to the left and the right 

arrow key for the green arrow pointing to the right). Conversely, on stop-signal trials (i.e., 

the 25% of the trials, e.g., Recommendation 3 [Verbruggen et al, 2019]), the apparition 

of the arrow, is replaced by “XX”, after a variable delay (i.e., Stop-Signal Delay; SSD). 

This signal instructed participants to not respond to the arrows.  

Figure 2.7 represent the sequence of events in the Stop-Signal Paradigm. In this 

example, participants respond to the arrows by pressing the correct arrow key in the Go 

Trials and inhibit their response when “XX” appears after the arrow’s presentation. When 

the stop signal is presented near the presentation of the go stimulus (i.e., short SSD), 

participants can successfully inhibit their response, but on the contrary, if the stop-

stimulus is presented close to the moment of the execution of the response (i.e., long SSD) 

they will have difficulties in inhibiting their response.  
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This open-source task is very easy to use and to administer it. Moreover, it can be 

easily and freely download from the following Open Science Framework (OSF) link: 

https://osf.io/wuhpv/ (Verbruggen, 2019). This version of the Stop-signal task is based 

on the jsPsych (De Leeuw, 2015) and can be installed on local computer or on a web 

server. Thus, for the purpose of the present project, also this task was completed on an 

IBM-compatible laptop personal computer. The main advantages of this Stop-Signal Task 

version are (a) the version is platform-independent, (b) it can be used for both offline and 

online studies, and (c) for basic use, there is no need for additional programming 

(Verbruggen, 2019).  

The administration starts with a welcome message and the informed consent. After 

having accepted the informed consent, participants are required to enter their age and 

gender, and the experiment switches to fullscreen mode. At this point, the task 

instructions are presented in their Italian translation. For this project, experiment 

consisted of two phases: a practice phase (one block of 32 trials) and an experimental 

phase, composed by 6 blocks of 64 trials each. To do this, I had to modify the downloaded 

task of four blocks of 64 trials each, by adding two more blocks, with a result of 384 

trials. Using more trials, allows researchers to extend the scope and the applicability of 
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the Stop-Signal Paradigm to the study of response inhibition in the context of difficult 

choices (Heathcote et al, 2019; Skippen et al, 2019).  

In both practice and experimental phases, each trial starts with the presentation of the 

fixation sign, which is replaced by the go stimulus after 250ms. The stimulus remains on 

the screen until the response, or until 1,250ms (i.e., the maximal RT) have passed 

(Verbruggen, 2019). During the practice phase, immediate feedback is presented, to 

instruct participants to modify their response: 

• “incorrect response” when participants execute the incorrect response on go trials 

(i.e., choice error); for example, participant press the right arrow key, when have to 

respond by pressing the left arrow key; 

• “too slow” when participants do not respond on go trials (i.e., go omission); 

• “too fast” when participants press a response key before the go stimulus is presented 

(i.e., premature response) 

• “remember: try to stop” when participants execute a response on a stop trial (i.e., 

unsuccessful stop or commission errors) 

 

After the practice phase, the immediate feedback is not presented anymore, but 

between each block, subjects have to wait for 15 seconds before they can start the next 

block, during which participants will receive information about their performance in the 

previous block, that include the mean RT on go trials, the number of go omissions, and 

the percentage of correct stops (Verbruggen, 2019). An example of the performance’s 

feedback is presented in Figure 2.8.  

 

 

Figure 2.8. Example of performance’s feedback after a block of the Stop-Signal Task 
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The resulting output file is a .csv file, that can be opened in Microsoft Excel or 

statistical-software packages, as R and SPSS. The data file consists of some of the 

following information: which go stimulus was presented (i.e., right or left), if a stop signal 

was presented or not, the stop-signal delay (in milliseconds), which go response was 

executed on the trial by the participant (i.e., right or left arrow, undefined), reaction time, 

and if the answer was correct or not. An example of the stop-signal task output is 

presented in Table 2.2. 

 

 

 

Finally, the program allows researchers also to do the analysis using the software R. 

The software uses Shiny, an open-source R package that provides a web framework for 

building web applications using R or Rstudio (https://posit.co/products/open-

source/shinyserver/). In the Figure below is presented a screenshot of the Shiny app.  
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Figure 2.9. Screenshot of the Shiny app used for this project 

 

As soon as the data are uploaded and processed, users will immediately get the outputs 

with a “Summary” panel showing the main dependent variables and the “Individual data” 

of the specific participant. In this Shiny App, users can be upload more than one file at a 

time, to obtain the results of all study participants quicky. In both panels, there are some 

of the following variables: the probability of responding on a stop trial [i.e., 

p(respond|signal), the stop-signal reaction time (estimated with the integration method 

with replacement of go omission; see paragraph 3.2 of this Section), the reaction time on 

unsuccessful stop trials and go trials, and omission and commission errors, as shown in 

Figure 2.10. 
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Thanks to this paradigm, researchers are able to estimate the latency of the stop 

processes (i.e., the Stop-Signal Reaction Time; SSRT), based on the underlying horse-

race model, which is what gives the stop-signal paradigm its popularity. Since it is an 

unobservable process, it cannot be directly calculated, but it can be estimated with several 

methods, that will be presented in the next chapter (see paragraph 3 and 4 of the present 

Section). The latency of the stop process has been used to study inhibitory deficits in 

different patient groups and in different research fields, as cognitive neuroscience, and 

studies investigating life span development, psychopathology, and individual differences 

(e.g., Monterosso et al, 2005; Goudriaan et al, 2006; Matzke et al, 2017: Matzke et al, 

2018; Matzke et al, 2019; Verbruggen & Logan, 1990). For example, several studies have 

demonstrated that SSRT is elevated in younger children (Williams et al, 1999), older 

adults (Kramer et al, 1994), impulsive people (Logan et al, 1997), and children with 

attention-deficit/hyperactivity disorder (ADHD; e.g., Jennings et al, 1997; Schachar & 

Logan, 1990). In other words, these studies showed that clinical populations and 

experimental conditions benefit from the use of SSRTs for diagnosing deficient response 

inhibition.  

 

To conclude this paragraph, it is important to report the advantages and disadvantages 

of the Stop-Signal Paradigm. The main advantage of this task is the possibility to 

investigate the processes of response inhibition in laboratory setting and evaluating the 

latency of the stop process (SSRT). However, the Stop-Signal Task is very long and 

requires a minimum of 20 minutes for administration (e.g., at least 20 minutes in my 

project for 384 trials; practice phase excluded), which can negatively affect the 

performance of the target population (for example, children with ADHD).  
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2.3 Methods of Response Inhibition  
 

It is possible to estimate Stop-Signal Reaction Time because the performance in the 

Stop-Signal Task can be formalized as an independent horse race between the go process 

(i.e., the presentation of the stimulus), and the stop process (i.e., the presentation of the 

stop-signal) (Logan & Cowan, 1984; Logan et al, 2014). In this chapter, different 

independent horse-race models are briefly presented (it is possible to find an extended 

description of the model at the following link: https://osf.io/tudmw/; Gialdi, 2022).  

 

 

2.3.1 The Independent Horse Race Model  

 

For the assessment of Stop-Signal Reaction Time, Logan (1981) and Logan and 

Cowan (1984) proposed the Independent Horse Race Model, formalizing the response 

inhibition as a horse race between two independent processes (see, https://osf.io/tudmw/, 

Gialdi, 2022; Logan, 1981; Logan & Cowan, 1984; Matzke et al, 2018) : a go process, 

and a stop process, that start after a specific stop-signal delay (SSD).  

Originally proposed by Vince (1948), the idea of the horse race between two processes 

precedes Logan and Cowan’s research (1984). Vince (1948) observed that subjects had 

difficulties in inhibiting their response when the stop signal appeared after 50ms. The 

formalization of this process, however, came few years late, with Ollman’s study (1973), 

where a subjective deadline for the go response was set: if the stop signal was prior to the 

subjective deadline, participants would be able to inhibit their response; contrariwise, if 

the stop signal appeared after the deadline, the response was an error of commission (i.e., 

response was erroneously emitted).  

Logan and Cowan’s model (1984) is consistent whit Ollman’s idea (1973). However, 

based on Logan and Cowan’s independent horse race model (1984), there is no 

understanding of the underlying process that produces the behavior in the Stop-Signal 

Paradigm, which is why does not explain the differences between subjects in inhibition 

performance (Matzke et al, 2018). Response inhibition and also aspects related to decision 

making can be modelled using the present model, since it only describes performance 
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(Matzke et al, 2018). Moreover, concepts about the nature and the speed of the stop 

processes can be tested using the model as well.  

To facilitate the description of the model, I will describe the independent horse race 

model considering SSRT as constant during the entire administration of the task. Figure 

2.11 (adapted from Matzke et al, 2018) shows a graphical representation of the model 

with constant SSRT. The gray area on the left shows the response rate (i.e., the probability 

of responding erroneously to the go stimulus), given a certain SSD; on the other hand, the 

white area on the right under the curve represents the probability of inhibiting the 

response (i.e., correct answer on go-trials).  

 

 

 

 

 

 



 

 38 

The model also predicts that mean reaction time (RT) on commission errors increases 

when stop-signal delay increases and approaches to the mean RT on go trials (Matzke et 

al, 2018). The mean RT of commission error is necessarily faster than the mean RT of the 

go. When this does not happen, we have the first violation of the Independent Horse Race 

Model: participants with longer RT on commission errors than RT on go trials, must be 

excluded from the sample (see also paragraph 5.3 of the present Section; Skippen et al, 

2019). Therefore, since the commission errors depend on the presentation of the stop-

signal, and thus on the stop-signal delay, the vertical line moves to the right, when the 

stop-signal delay increase in timing, based on the previous Figure (i.e., Figure 2.11), 

resulting in an increase in mean commission error RTs, as shown in the modified Figure 

below (Logan & Cowan, 1984). 

 

 

 

 

 

Figure 2.12. Representation of the increasing of the Stop-Signal Delay, with constant SSRT 

 

According to these considerations on the independent horse race model, the differences 

in inhibition performance can be explained by the interaction between SSD, RT on go 

trials, and SSRT (Matzke et al, 2018). The subject’s ability to control the responses can 

be explained by the interactions between these variables. These interactions are usually 

called inhibition functions and can be used to compare the performance of different 

experimental groups (Matzke et al, 2018). The inhibition function can be modified to 

represent different performance of participants. As previously mentioned and as shown 

in Figure 2.12, the finishing time of the stop process is influenced by SSD: subjects will 

be unable to inhibit their response if SSD occurs later, since the stop process is activated 

later; on the other hand, if SSD occurs early, subjects may be able to inhibit their response 

to the stop-signal. In contrast, if the go reaction time increases, the distribution of go RTs 

SSD SSRT 
 

go RT distribution 
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moves to the right, increasing the number of correct responses (Matzke et al, 2018). 

Therefore, the correct response rate is kept constant by participants by slowing down the 

response time (Lappin & Eriksen, 1966). Finally, if SSD is kept constant during the entire 

administration of the task, an increase of the response rate will be produced by an increase 

in SSRT (Matzke et al, 2018).  

Starting from this simplified model, Logan and Cowan (1984) have derived the 

complete independent horse-race model, that assumes that both go RT and SSRT are 

independent random variables. Figure 2.13 shows that SSRT can now have a different 

value on each stop-signal trial.  

 

 

 

The complete independent horse race model assumes that increasing the mean of RT 

on go trials, the probability that the go process wins the race decreases (Matzke et al, 

2018). On the other hand, if mean SSRT increases, the probability that the stop process 

wins the race decreases (Logan & Cowan, 1984). According to this model, the mean of 

the inhibition function is given by the difference between the mean of go RT and the mean 

SSRT (Logan & Cowan, 1984; Matzke et al, 2018; Verbruggen et al, 2019, etc.), as 

described in the following Equation:  
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Td = Tgo − Tstop     (1) 

 

Equation (1) suggests one of the simplest methods to estimate mean SSRT (describe 

in the next paragraph; see paragraph 3.1 of the present Section).  

 

To summarize, this model connects reaction times of responses on incorrect trials (i.e., 

commission errors or responses erroneously emitted), reaction times on go trials, and the 

probability of responding on stop-signal trials [p(respond|signal)], as a function of the 

stop-signal delay (Matzke et al, 2018; Verbruggen et al, 2019, etc.).  

 

As I mentioned before, the go process, and the stop process are supposed to be 

independent (Logan & Cowan, 1984). Specifically, there are two types of independence: 

(a) stochastic independence, that assumes that the finishing times of the go and the stop 

process are independent (Logan & Cowan, 1984):  

 

P(Tgo < tgo ∩ Tgo < tgo)  

= P(Tgo < tgo) × P(Tstop < tstop)     (2) 

 

And, (b) context independence, that, assumes that the go process has the same 

distribution in both go trials and stop trials (Logan & Cowan, 1984):  

 

P(Tgo < tgo) = P(Tgo < tgo|td)     (3) 

 

As mentioned before, the independence assumption can be verified when mean RT in 

signal-respond trials (i.e., commission errors) is shorter than mean RT on go trials. When 

the independence assumption is violated, such as the mean RT on signal-respond trials is 

longer than mean RT on go trials, researchers should abstain from estimating SSRT (e.g., 

Recommendation 11; Verbruggen et al, 2019). It is always important to remember that 

the independent horse-race model is purely descriptive; it provides information about the 

latency of the unobservable stop response (i.e., the stop-signal reaction time) but it does 

not provide information about the processes that determine how long it take to a 

participant to inhibit the response.  
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In the next two paragraphs, I outline two others different models of response inhibition: 

the interactive race model (Boucher et al, 2007; paragraph 2.3.2 of this Section), and the 

Hanes-Carpenter model (Hanes & Carpenter, 1999; paragraph 2.3.3 of this Section). 

 

 

2.3.2 The Interactive Horse Race Model  

 

Logan and Cowan’s model (1984) assumes the independence of the finishing times of 

the go and stop process. However, as stated from other researchers, complete 

independence between these two processes is implausible (Verbruggen & Logan, 2008). 

Moreover, there are many results in cognitive neuroscience literature suggesting that there 

is a strong interaction between the go process and the stop process (see for example, 

Schall et al, 2002). So, it is quite strange that a model like the independence horse race 

model fit the data so well.  

In order to address this paradox, Boucher and colleagues (2007) developed the 

interactive horse race model. It is important to specify that this model can also be easily 

adapted with behavioral studies of saccadic inhibition (Boucher et al, 2007).  

As the Logan and Cowan’s independent horse race model (1984), also the interactive 

model assumes a race between the go and the stop process. However, in Boucher and 

colleagues’ model (2007) the two processes are independent at the beginning of the delay 

of the stop process and interact almost near the end, when the stop-unit is activated. More 

specifically, in this model, the two processes (i.e., the go process and the stop process) 

are initiated by the presentation of the go stimulus and by the stop stimulus, respectively. 

However, the go unit and the stop unit are activated after an afferent delay. It is only after 

the activation of the stop unit, that the go unit can be strongly and quickly inhibited 

(Boucher et al, 2007). Whereas a go response is executed when the stop unit reaches the 

go unit too late to stop the activation (Boucher et al, 2007). Figure 2.14 shows how go 

activation a go and a stop process interact.  
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Thus, according to this model, the Stop-Signal Reaction Time represent the period 

before the stop unit is activated, where stop and go process are independent (Boucher et 

al, 2007). In other words, in this model SSRT changes as a function of the stop signal 

delay. Moreover, the behavioral predictions of the interactive horse-race model are 

similar to the behavioral predictions evaluated with the independent horse-race model 

(Colonius et al, 2001). Boucher and colleagues (2007) concluded the description of their 

model by stating that response inhibition consists in a first stage, where the go and stop 

process are independent, and a stage where the stop process inhibits the go process. As 

the interruption is brief, SSRT estimates from the independent horse-race model can be 

considered a valid measure of the latency of stop process, since it reflects the stage of 

response inhibition during which participants are encoding the information (Matzke et al, 

2018). 
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In sum, according to this model, there is a strong interaction between stop and go 

processes despite their independence. When comparing the interactive horse race model 

and the independent horse race model, it should be observed that, (a) the SSRT 

estimations of both model are a good predictor of the other, when behavioral data are 

considered (Boucher et al, 2007; Matzke et al, 2018; Verbruggen et al, 2019); (b) second, 

the interactive horse race model can be fitted for both behavioral data and 

neurophysiological data (Worthy et al, 2013), while the independent horse race model 

can be fitted only for behavioral data; lastly, (c) the interactive horse race model can be 

applied to a constricted range of actions (i.e., inhibition of eye movements; Boucher et al, 

2007), while the independent horse race model can be used for both discrete actions, such 

as arm movements (McGarry et al, 2003) and continuous actions such as speech (Slevc 

& Ferreira, 2006). 

 

 

2.3.3 The Hanes-Carpenter Model  

 

A third model was developed by Hanes and colleagues (Hans et al, 1999; Hans et al, 

1998; Hans et al, 1995) in order to describe the inhibition of eyes saccades in monkeys 

and humans. Thus, also the Hanes-Carpenter model (Hans et al, 1999; Hans et al, 1998; 

Hans et al, 1995) applies exclusively to simple RT go tasks saccade inhibition. Matzke 

and colleagues (2018) stated that this model can be considered as special case of the 

Logan and Cowan (1984). For an extended description of similar task used to assess this 

model see https://osf.io/tudmw/ (Gialdi, 2022). Performance in this task is similar to the 

performance in other stop-signal tasks with different responses, but in this case reaction 

time on go and SSRTs are shorter (Matzke et al, 2018).  

The Hanes-Carpenter model has two main characteristics: it is based on the Linear 

Approach to Threshold with Ergodic Rate (LATER; Carpenter, 1981; Carpenter et al, 

1995), and it has some specific distributional assumptions about the go process and stop 

process (Matzke et al, 2013a).  

 

 



 

 44 

To conclude, comparing the Hanes-Carpenter model and the independent horse race 

model there are two observations to make. First, on the contrary of the independent horse 

race model, the Hanes-Carpenter model gives some awareness on the mechanisms of the 

go process and the stop process (Matzke et al, 2013a). Secondly, if we want to compare 

the two models, it is important to note that the Hanes-Carpenter model has only been used 

for saccade inhibition experiments in monkeys and humans, and with a very small number 

of participants (Colonuis et al, 2001). Lastly, the interactive race model proposes a 

mechanism by which responses are stopped inhibiting the activation of the go process 

(Matzke et al, 2018).  
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3. Frequentist Estimations of SSRT  

 

In this paragraph, two frequentist estimation methods of Stop-Signal Reaction Time 

are discussed. Several methods are available in literature to estimate SSRT (e.g., 

Verbruggen & Logan, 2009). The two most popular methods to estimate SSRT focus on 

obtaining summary measures of the latency of stop process, described in this paragraph, 

are: the mean method and the integration method (Logan, 1994). These methods differ in 

whether they treat SSRT as a constant or as a random variable. The integration method 

assumes SSRT is constant, while the mean method assume SSRT is a random variable.  

Based on the design of the study, researcher can decide which estimation method is 

better for the data. This choice also depends on how stop-signal delay is set during the 

design of the task (Verbruggen et al, 2019). As previously stated (see paragraph 2.2.3 of 

the present Section), there are two procedures for setting stop-signal delay: the fixed-

SSDs procedure, using a specific number of fixed stop-signal delays (i.e., the stop-signal 

will be executed with a fixed delay on all stop trials), or the tracking procedure, that is a 

result of the adjustment of the stop-signal delays dynamically by 50ms after every trial 

(i.e., after every successful inhibition, the SSD is increased by 50ms, and when the 

inhibition is unsuccessful, the SSD is decreased by 50ms; Verbruggen et al, 2019). The 

most common tracking procedure is based on the correction of stop-signal delay after 

every trial (Verbruggen & Logan, 2009; Verbruggen et al, 2013). As mentioned before, 

for this research project this tracking procedure has been used (see paragraph 2.2.3 of thi 

Section for details).  
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3.1 Mean Method  
 

The mean method, proposed by Logan and Cowan (1984), is the most popular method 

for estimating SSRT. This model considers SSRT as random variable and can be applied 

for both fixed stop-signal delay and tracking stop-signal delay studies (Logan & Cowan, 

1984; Matzke et al, 2018). However, it is mostly used when the tracking procedure is 

used to set stop-signal delays (Logan & Cowan, 1984; Logan et al, 1997). As discussed 

before, in this project I relied on the tracking method, by setting the changing of the Stop-

Signal Delay after every successful or unsuccessful trials. For an extended description of 

this method see https://osf.io/tudmw/ (Gialdi, 2022). 

As shown in Equation (1) (see paragraph 2.3.1 of the present Section), mean SSRT 

can be computed by subtracting the mean of stop-signal delay from mean go RT (Matkze 

et al, 2018): 

 

Td = Tgo − Tstop     (1) 

 

Consequently, Equation (1) becomes Equation (4): 

 

Tstop = Tgo – Td     (4) 

 

Due to its easiness of computation, the mean method is the most used method for 

estimating SSRTs (Matzke et al, 2018) and has been implemented in the Verbruggen and 

colleagues’ STOP-IT software (Verbruggen et al, 2008b). When we consider the mean 

method, there are other advantages: first, it is computationally easy; second, the mean 

method does not require unrealistic assumptions on SSRT. And lastly, the mean method’s 

estimates for SSRT given p(respond|signal) = .50, are the most reliable (Band et al, 2003), 

making the dominant method for estimating SSRT. On the other hand, its disadvantages 

are that it is impossible to provide an estimate of SSRT for a given single delay; and it 

lacks estimates for other parameters of the SSRT distribution. Finally, Verbruggen and 

colleagues (2019) stated that the mean method is strongly influenced by skew of the go 

RT distribution, as well as by go omissions (i.e., go trials where no response is executed, 

without the stop-signal).  
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3.2 Integration Method  
 

A second frequentist approach is the integration method. For the purpose of this 

project, I relied on the integration method with replacement of go omission, because it is 

the least biased and most reliable (Verbruggen et al, 2019). Thus, in order to estimate 

SSRT with the integration method, go omissions are assigned the maximum RT because 

of the missing response (Verbruggen et al, 2019). Indeed, Verbruggen and colleagues 

(2019) in their consensus guide to the Stop-Signal Task, reported in one of the 

recommendations (i.e., Recommendation 8) the importance to estimate SSRT using the 

integration method with replacement of go omission, if using a non-parametric approach. 

For an extended description of this method see https://osf.io/tudmw/ (Gialdi, 2022). 

Until 2003, Logan’s integration method (Logan, 1981) was the most commonly used 

method in the assessment of SSRT. Logan’s integration method assumes that SSRT is 

constant, it is mostly used for fixed stop signal delay experiments and allows for the 

estimation of SSRT for each stop-signal delay separately (Logan & Cowan, 1984; Matzke 

et al, 2018).  

 

Equation (3) represent the adjustment of p(respond|signal) to compensate for go 

omissions (Tannock et al, 1989; Verbruggen et al, 2019): 

 

!(#$%!&'(|%*+',-)!"#$%&'" = 1 −	()*'ℎ*4*5*%*+',-+,)&6*%%*&'*+&+-,.)&6*%%*&'*+&+ 	    (3) 

 

However, as other estimation methods, it may be difficult to use the integration method 

if the assumptions of the independent horse-race model are violated, since it is more 

susceptible (Verbruggen et al, 2019).  

 

To conclude, Verbruggen and colleagues (2013) showed that the mean method 

produce overestimation of the SSRTs when participants wait for the stop-signal 

presentation, slowing down their responses (Matzke et al, 2018); on the contrary, the 

integration method is less sensitive, but it can underestimate SSRTs when participants 

slow down their response (Matzke et al, 2018; Verbruggen et al, 2013). This bias might 

disappear if researchers apply the integration method to smaller blocks of trials (i.e., for 
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this project the integration method has been evaluated for the entire experiment and in the 

six different blocks) as opposed to the entire experiment (Matzke et al, 2018). Verbruggen 

and colleagues (2013) therefore recommended in their guide to the Stop-Signal Task, that 

whether researchers want to estimate SSRT, might better use the integration method in 

combination with the tracking procedure (Matzke et al, 2018).  

 

Lastly, several works (for a review see Band et al, 2003) stated that both non-

parametric methods previously described, when used with fixed stop-signal delays, 

produce reliable estimations of SSRT (Matzke et al, 2018). However, as Matzke and 

colleagues sustained, this procedure with fixed stop-signal delays require a large number 

of observations. For example, in the work of Band and colleagues (2003), the authors 

stated that to obtain reliable estimates using the integration method, researchers have to 

present participants a stop signal task with at least more than 900 trials and five different 

stop-signal delays. 
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3.3 Conclusion 
 

It is well known that relying on measures of central tendency, such as the mean, 

produce results without important characteristic of the data (e.g., Heathcote et al, 1991; 

Matzke et al, 2018; Matzke & Wagenmakers, 2009). Similarly with the Stop-Signal Task, 

using only summary measures of the estimation of the SSRT may cover important aspects 

of stop-signal data and lead to erroneous conclusions (Matzke et al, 2018; Verbruggen et 

al, 2019). For example, if we consider only the mean estimation of SSRT, two group may 

have the same mean, but their distributions may be completely different (Matzke et al, 

2018). However, frequentists estimations are still commonly used, due to their simplicity. 

Simulation study of Band and colleagues (2003) showed that SSRT estimates derived 

from the central part of the distribution (i.e., mean method) are most reliable. These 

central estimations are less influenced by variability in go RT and SSRT and rarely violate 

the independence assumptions (Band et al, 2003; Verbruggen & Logan, 2009). Thus, 

based on these assumptions, the mean method or the median method typicallyare more 

reliable than integration when estimates SSRT (Verbruggen & Logan, 2009).  

However, Verbruggen and colleagues (2019) showed the overestimation and the 

underestimation of SSRT with four different frequentist methods: (1) the mean method, 

(2) the integration method with replacement of go omissions, (3) integration method with 

exclusion of go omission, and (4) integration method with adjustment of 

p(respond|signal). These authors calculated the difference between the estimated SSRT 

and the actual SSRT (Verbruggen et al, 2019). They also differentiated between included 

and excluded participants (i.e., participants who violated the independent horse race 

model, with RT on signal respond trials are larger than RT on go trials).  

The authors found that although these two non-parametric methods represent the two 

most widely used approaches to SSRT estimations, the mean method was more biased in 

simulation studies, as shown in Table 3.1. Moreover, estimates were generally more 

biased for excluded participants than for included participants.  
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To conclude, as described in previous paragraphs and as deeply described by 

Verbruggen and colleagues (2019), the integration method with replacement of go 

omissions is the least biased and most reliable; nevertheless, the mean method is still the 

method most used despite the issues described below.  
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4. Bayesian Estimation Methods of SSRT  

 

As I mentioned before, several researchers have shown that focusing only on measures 

of central tendency to estimate SSRT gives insufficient information regarding the nature 

of the data (see for example, Matzke et al, 2018; Soltanifar et al, 2001). As seen in an 

ADHD group compared to controls (Leth-Steensen et al, 2000), or in a schizophrenia 

group versus controls (Belin & Rubin, 1995), it is possible that the mean of SSRT in the 

two studied group is similar, but the shape of its distribution is completely different. In 

fact, the existing methods to estimate SSRT (i.e., mean and integration method) are unable 

to estimate the shape of entire SSRT distributions. Crucial features of the data may be 

loss if researchers focused only on the mean SSRT, ignoring the shape of SSRT 

distributions. Most importantly, the results obtained by these methods may be result 

erroneous (Matzke et al, 2018). 

Others SSRT estimations that can be used, are the parametric methods, that are less 

biased than non-parametric methods (Verbruggen et al, 2019). Although the non-

parametric approach Colonius’s method (Colonius, 1990) theoretically allows researchers 

to estimate the non-parametric distribution of SSRT, it is difficult to be implemented in 

practice because of the elevated number of trials that require to obtain valid SSRT 

estimations. Moreover, the estimation with this method underestimates the mean SSRT 

and overestimates its variance (Band et al, 2003).  

For the purpose of this project, I considered Bayesian Parametric Approach (BPA), 

that are used to obtain posterior distributions for the model parameters. From this point 

of view, successful response inhibition requires fast stop, and the stop process must also 

be successfully triggered before the beginning of the race against the go process. 

Participants will have difficulties to inhibit their response, if they fail to interpret the stop-

signal.  

The Bayesian Parametric Approach allow the possibility to estimate the entire 

distribution of SSRT, and this can be applicable to real data with a low number of trials 

(Matzke et al, 2013a; Matzke et al, 2017; Dupuis et al, 2018), and, as previously 

mentioned, enables researchers to evaluate the presence of differences in the shape of 

SSRT distributions between two different groups.  



 

 52 

Matzke and colleagues (2013a) developed a descriptive Bayesian Parametric 

Approach that enables researchers to estimate the entire distribution of SSRT. This 

approach can provide more accurate estimates of SSRT even with a less number 

observations (Matzke et al, 2013a). The BPA consider the same assumption of the 

independent horse race model: the reaction time in go trials and SSRT have independent 

distributions (Matzke et al, 2013a). This method estimates the entire distribution of SSRT 

under the assumption that the go RTs and SSRTs are ex-Gaussian distributed and relies 

on Markov chain Monte Carlo (MCMC) sampling to obtain posterior distributions for the 

model parameters (Heathcote et al, 1991; Matzke, 2014; Matzke et al, 2013a; Skippen et 

al, 2019; Wagenmaker et al, 2008).  

 

Matzke (2014) stated that the ex-Gaussian is frequently used as a distributional model 

that usually produces excellent fit to empirical RT distributions (Matzke et al, 2013a). 

Figure 4.1 represents some examples of ex-Gaussian distributions.  

 

 

 

Figure 4.1. Examples of ex-Gaussian RT distributions. 

 

The ex-Gaussian is a three-parameter distribution that is given by the convolution of a 

Gaussian and an exponential distribution (Matzke, 2014; Matzke & Wagenmakers, 2009). 

For an extended description of the parameters of the ex-Gaussian distribution see 

https://osf.io/tudmw/ (Gialdi, 2022).  
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The Bayesian Parametric Approach can be applied to individual and to hierarchial data 

(Matzke, 2014). In the first estimation, SSRT is estimated separately for each participant, 

whereas the hierarchical approach allows to estimate the individual parameters 

considering the information from the entire group analyzed (Matzke, 2014).  

In the next paragraph a user-friendly method for the estimation of SSRT distribution 

with the Bayesian Parametric Approach developed by Matzke and colleagues (2013b) 

will be presented.  
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4.1. Bayesian Ex-Gaussian Estimation of Stop-Signal RT distributions  
 

To use the Bayesian Parametric Approach, Matzke and colleagues, developed a fast 

and user-friendly software to estimate the entire SSRT distributions, namely Bayesian 

Ex-Gaussian Estimation of Stop-Signal RT distributions, BEESTS (Matzke et al, 2013b). 

Following the Independent Horse Race Model, BEESTS assumes that response inhibition 

is determined by the relative finishing time of the stop process and the go process, as two 

independent processes. The new approach can be applied to individual as well as 

hierarchical data (Matzke, 2014). BEESTS is open-source software for the estimation of 

SSRT distribution and can be downloaded from Matzke profile on OSF 

(https://osf.io/kk287/). Figure 4.2 shows the graphical user interface.  

 

 

Figure 4.2. BEESTS user friendly interface. 

 

After loading data in .csv (i.e., comma-separated values) file, as shown in Figure 4.3, 

users can specify the details of the MCMC sampling, the required output.  
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Whereas Figure 4.4 shows the details that users can modify (i.e., sampling or CPU 

cores) or select (i.e., estimations) with BEESTS.  

 

 

Figure 4.4. Details that users can define for the analysis. 
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As shown in Figure 4.5, for this project I relied on the default options for the sampling, 

I also selected all the options in the output section, to estimate summary statistics, 

posterior distribution, MCMC chains, deviance and goodness of fit.  

Moreover, BEESTS allows researchers to indicate whether they want to do the analysis 

and the estimation of SSRT with or without including Trigger Failure in the model. The 

default setting is without trigger failures, but users can change this setting by checking 

the option in advanced option. Figure 4.6 shows the screen of the selected option of trigger 

failures.  

 

 

Figure 4.5. Option “WTF (include trigger failure in the model)” selected. 

 

Trigger failures pose well-known theoretical and methodological challenges to the 

interpretation of stop-signal data (Logan, 1994; Matzke et al, 2017). As Matzke and 

colleagues (2017) stated, differences in inhibition performance across groups might just 

reflect differences in the probability of triggering the stop process. For example, poor 

response inhibition in clinical population may reflect a difficult to evidence a stop process 

not triggered (Matzke et al, 2017; Schachar & Logan, 1990). Band and colleagues (2003) 

have shown that trigger failures can overestimate SSRTs. Similarly, Matzke and 

colleagues (2017) demonstrated that trigger failures can bias the estimation of entire 

SSRT distributions. Despite its importance, it is very difficult to quantifying the 

contribution of trigger failures during a performance on Stop-Signal Task. For this reason, 

Matzke and colleagues (2017), identified a Bayesian method that allows researchers to 
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measure the probability of trigger failures and the whole distribution of SSRTs (see 

Figure 4.5).  

 

In Figure 4.6, the representation of the beginning (part left) and the ending (part right) 

of the analysis of BEESTS with the progress of the sampling and the saving process of 

the output.  

 

      

Figure 4.6. Running analysis on BEEST.  

Part left shows the start of the analysis; for individual analysis BEESTS took almost five 

minutes; for hierarchical analysis BEESTS took almost 24 hours. Part right shows the end and 

the saving process of the analysis.  

 

Depending on whether researchers want to estimate SSRT with individual or 

hierarchical data, the BPA estimates parameters of the SSRT distribution separately for 

each participant (i.e., individual estimation) or estimates the parameters of SSRT for each 

participant with information from the entire population, as well as parameters of SSRT 

for the entire population (i.e., hierarchical estimations; Gelman & Hill, 2007; Matzke et 

al, 2017; Rouder et al, 2005). The hierarchical approach can provide more accurate and 

less variable estimates than individual estimation, especially if there are only few 

numbers of trials per participant (e.g., Matzke et al, 2017; Rouder et al, 2003). 

Specifically, the individual approach provides accurate and precise parameter estimates 

with 250 trials, and on the contrary, the hierarchical approach requires a sample size of 

approximately 25 participants, each with at least 100 stop-signal trials (Matzke et al, 
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2013b; Matzke et al, 2017). As previously described (see paragraph 2.2.3), for this project 

I relied on a Stop-Signal Task with more than 380 trials, and more than 100 participants 

(see paragraph 5 and 6 of this Section), that allow me to estimate hierarchical analysis for 

the Stop-Signal Task.  
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4.2 Individual BPA  
 

The individual BPA assumes that participant are independent and uses regular Bayes 

theorem for both reaction time on go trials and SSRT distributions.  

The goal is to estimate the μgo, σgo, τgo, μstop, σstop, and τstop parameters for each 

participant separately. As I mentioned before, I used BEEST software (Matzke et al, 

2013b), with the default sampling: number of chains = 3, samples = 2000, burn-in = 5000, 

and thinning = 5. The analysis for individual estimations took about 5 minutes with 

BEESTS. Figure 4.8 shows part of the output of an individual analysis (the complete 

output is available in Appendix 1). This figure represents the posterior and prior 

distributions (left part of the Figure) and the MCMC chains for the six model parameters 

of one of the participants of this project (right part of the Figure). Specifically, the right 

part of Figure 4.8 shows MCMC chains sampled from the posterior distribution of the 

parameters of the SSRT distribution (Matzke et al, 2017).  

 

 

 

 



  
60 

          
 

F
igure 4.8. O

utput of individual analysis  
L

eft panel: density plot for the posterior (solid line) and prior distributions (dashed line) of the individual m
odel param

eters.  
R

ight panel: trace plots for the individual m
odel param

eters.  
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As Dora Matzke (2014) stated in her study “if the model adequately describes the data, 

the predictions based on the model parameters should closely approximate the observed 

data”. Moreover, these analyses allow researchers to compute posterior predictive p 

values (e.g., Matzke et al, 2014). 

The individual analysis also produces Summary statistic (see Appendix 1) and the 

posterior goodness of fit. As Matzke and colleagues (2017) stated, for this project, I 

assessed model fit only on SSDs with a at least one observed signal-respond RTs (i.e., 

unsuccessful inhibition; see validity checks in paragraph 5.3 of this Section). As shown 

in Figure 4.9, and based on Matzke description of the analysis (2014), the one-side p 

values on this participants’ SSDs (i.e., 100, 150, 200, 250, 300, 350) are far from 0 or 1, 

and the two-side p values are all above 0.05. On the contrary, if the posterior predictive p 

values would have been very close or are equal to 0 or 1, the BPA had failed to account 

for the median of the observed signal-respond RTs (Matzke, 2014).  

 

 
Figure 4.9. Output for the Goodness of fit of the posterior analysis 
SRRT = Signal-Respond Reaction Time 

 

According to Matzke and colleagues (2013a) the individual Bayesian Parametric 

Approach for individual estimations analysis provided good posterior distributions for 

most participants, shoeing that the mean of SSRTs computed with the BPA approximated 

the mean SSRTs obtained with non-parametric estimations. 
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4.3 Hierarchical BPA  
 

Matzke (2014) described the Bayesian Parametric hierarchical approach as the one that 

allows researchers to model individual differences and similarity between participants 

(Farrell & Ludwig, 2008; Lee, 2011; Matzke, 2014; Nilsson et al, 2011). Indeed, 

hierarchical approach consider participants as both independent identical (Matzke, 2014). 

Indeed, the hierarchical BPA aims at estimating both individual participant parameters, 

by considering the mean distribution of the population, as well as population parameters. 

Moreover, posterior median of each participants’ parameters can be used to estimate the 

SSRT distribution of each participant (Matzke et al, 2013a).  

Hierarchical methods can provide accurate and less variable parameter estimates 

(Matzke, 2014), with a small number of observations per participant (for example, 100 

stop-signal trials per participants; Gelman & Hill, 2007; Matzke, 2014; Matzke et al, 

2013b). Indeed, the hierarchical modeling take the information from the entire group to 

improve individual estimation (Matzke, 2014). For additional details of this method see 

https://osf.io/tudmw/ (Gialdi, 2022). 

Real experiment does not provide normally distributed data for individual, particularly 

with clinical participants.  

Figure 4.10 shows part of the output of a hierarchical analysis. This figure represents 

the posterior and prior distributions (part A) and the MCMC chains for the six model 

parameters of the entire groups of participants (part B). A complete output for the 

hierarchical estimations can be found at the following link: www.osf.io/w5fpt (Gialdi, 

2022).  
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Part A 
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Part B 
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Although the hierarchical BPA is more complex than individual BPA and more long 

to compute, it has three main advantages. First, as the hierarchical BPA uses information 

from the distribution for the entire group, it has more precise posterior parameter 

estimates for individual participants. Second, the posterior parameter estimates for the 

distribution for the entire group can be used to compare different clinical or experimental 

groups. And lastly, it needs a smaller sample size per participant with a small number of 

trials per participants, to have moderately precise estimates for posterior parameters 

compared to the individual BPA. This last advantage may be useful for clinical and 

experimental practice, when comparing subjects with difficulties sustaining prolonged 

administrations.  
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4.4 Conclusion  
 

To conclude, based on Bayesian Parametric Approach method, researchers can 

evaluate differences between clinical populations or experimental groups in the shapes of 

SSRT distributions (Matzke, 2014). As a result, stop-signal data can be interpreted more 

easily, and some unknown aspects of response inhibition can be revealed. The authors 

can choice between one of the two approaches considering different aspects of the study: 

for instance, Matzke (2014) suggested the quality of the data, the number of participants 

and the number of trials per participant.  

 

BPA can accurately estimate SSRT in experimental stop-signal data containing a 

relative low number of trials in both individual and hierarchical data structures. Indeed, 

the hierarchical BPA provide accurate estimations also with a small sample size (Matzke, 

2014; Matzke et al, 2013a), and with relatively few observations per participant, that is 

more common in studies with clinical population (e.g., in my project I relied on a Stop-

Signal Paradigm with 384 trials and, based on participants feedbacks, the task was too 

long) (Matzke et al, 2013a).  

About this approach, there are also has some limitations. One weakness is related to 

the amount of data required for precise estimates (Matzke, 2014; Matzke et al, 2013a), 

and consequently, the time spent to organize and analyze the data. Indeed, individual 

estimations need a very large number of data, that are not always collected in clinical 

fields. However, the hierarchical approach may provide a solution in such situations (see, 

Matzke, 2014). On the contrary, the computational analysis for individual estimates is 

definitely easier and faster, than hierarchical estimations (e.g., for the present project 

hierarchical estimations took more than 24 hors).  

Based on these limitations, for this project I relied on BEEST software using 

hierarchical estimations. 
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5. Study 1 

 

The first study of my project aimed at assessing the correlations between self-reports 

of impulsivity and behavioral tasks. The importance of testing these associations between 

two types of measurement of the same construct, is due to a substantial number of articles 

describing modest correlations between them (see for a review, Sharma et al, 2014). In 

Sharma and colleagues’ meta-analysis (2014), low correlations between self-reports and 

laboratory tasks are due to an inconsistent definition of impulsivity across methods. As 

described in the Introduction, impulsivity is considered both as a unidimensional and 

multidimensional construct. Due to its complexity, impulsivity can be conceptualized as 

a label that include similar behavioral patterns representing distinct traits.  

However, both laboratory tasks and self-reports can describe more than one 

dimensions of impulsive behavior (Cyders & Coskunpinar, 2011, 2012; Lane et al, 2003). 

For this reason, it is important to use multiple assessment strategies to obtain an accurate 

description of impulsivity (Sharma et al, 2014; Stahl et al, 2014). Moreover, Sharma and 

colleagues (2014) found that the use of both self-reports and laboratory tasks is useful in 

order to predict external criteria.  

According to existent literature (e.g., Cyders & Coskunpinar, 2011, 2012; Sharma et 

al, 2014), studying correlations between different methods that assess impulsivity (i.e., 

self-reports and behavioral task) seems very important.  

The validity of the Stop-Signal Task and the corresponding SSRT, have been 

demonstrated in several studies (e.g., Sharma et al, 2014; Verbruggen et al, 2019; 

Wöstmann et al, 2013). In the same way, numerous self-report measures showed adequate 

psychometric proprieties in non-clinical and clinical sample (Cyders & Smith, 2007; 

Fossati et al, 2001; Patton et al, 1995; Sharma et al, 2014; Whiteside & Lynam 2001; 

Zuckerman et al, 1991). Nevertheless, meta-analytic findings suggested that the 

association between SSRT and impulsivity self-reports is modest (r ≈ .1) (Sharma et al, 

2014). It is also important to consider that improved estimation of the SSRT (i.e., 

parametric estimations vs. non-parametric estimations) may better identify relationships 

between computerized tasks and self-reports (Skippen et al, 2019).  

Just as it important to assess correlations between behavioral tasks and self-reported 

measures, it is also important to measure the convergent validity between the Stop-Signal 
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Task with an alternative measure of response inhibition. Convergent validity allows 

researchers to verify whether the Stop-Signal Task evaluates response inhibition in the 

same way as a complementary validated task (i.e., Go/No-Go Task; Bezdjian et al, 2009).  

A second purpose of this study was to evaluate the association between two tasks that 

aim to measure the same construct: response inhibition. As previously described (see 

paragraph 2.2), these two tasks have a similar goal (i.e., press a key when a visual go-

signal appears, and suppress the answer when a visual stop-signal appears). However, 

during the Go/No Go Task the go-stimulus is replaced with a stop-signal; whereas during 

the Stop-Signal Task, the go-stimulus is always presented, but is immediately followed 

by the stop-signal, so that the response is in the process of completion (Verbruggen & 

Logan, 2008). Researchers have been arguing whether the Go/No Go Task and the Stop-

Signal Task measure the same inhibitory mechanism (Raud et al, 2020; Schachar et al, 

2007). Existent literature is controversial about the distinction (Raud et al, 2020) or 

similarity (e.g., Eagle et al, 2008) between these two tasks. Eagle and colleagues (2008), 

indeed, stated the interchangeability of the tasks, without providing a methodological 

rationale behind the choice. On the contrary, other studies (Raud et al, 2020; van Gaal et 

al, 2010, 2009, 2008) demonstrated the distinction between action cancellation in the 

Go/No Go Task, and automatic response inhibition in the Stop-Signal Task.  

In the light of the still open debate about the differences between these two tasks, it is 

methodologically important to evaluate and compare the performance in Go/No Go Task 

and Stop-Signal Task. Moreover, it is also important to consider improved estimation of 

SSRT when comparing two different tasks.  
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5.1 Aim 
 

Starting from these considerations, the first study aimed at evaluating how different 

methods for estimating SSRT could produce different correlations with self-reports of 

impulsivity. For estimating the SSRT, I considered the following methods: the mean 

method (see paragraph 3.1 of the present Section), the integration method (see paragraph 

3.2 of this Section), the Bayesian estimation of ex-Gaussian SSRT (BEESTS method; see 

paragraph 4.1 of this Section), BEESTS with trigger failure (also see paragraph 4.1 of the 

present Section).  

Based on previous findings (Gialdi et al, 2020; Skippen et al, 2019), I expected that 

frequentist estimations methods (i.e., mean method) of SSRT were weakly associated 

with self-reports measures, whereas BEESTS estimates, were more associated with self-

reports.  

In addition, this study aimed at evaluating convergent validity between the Go/No-Go 

Task and the Stop-Signal Task, taking into consideration if different methods for 

estimating SSRT could produce different results. As previously mentioned, for estimating 

the SSRT I considered the mean method (see paragraph 3.1 of the present Section), the 

integration method (see paragraph 3.2 of this Section), the Bayesian estimation of ex-

Gaussian SSRT (BEESTS method; see paragraph 4.1 of this Section), BEESTS with 

trigger failure (also see paragraph 4.1 of the present Section).  

Based on previous findings (Eagle et al, 2008), I expected that the probability of 

responding to the stop signal during the Stop-Signal Task showed association with the 

commission errors in the Go/No-Go Task. In the same way, I expected that the omission 

errors on both tasks were moderately associated (e.g., > .30). Finally, I supposed that 

different SSRT estimation methods would be associated with the reaction time of the 

Go/No-Go Task.  
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5.2 Material and Methods 

 

5.2.1 Participants 

 

The sample was composed of 207 Italian community dwelling adult participants with 

a mean age of 26.79 years (SD = 6.71 years; age range: 19 years – 61 years). In my sample 

eighty-seven participants (42.0%) were male, and 119 participants (57.5%) were female; 

one participant (0.5%) refuse to disclose his/her gender.. Five participants (2.4%) were 

left-handed. The sample was composed of two hundred three (98.1%) unmarried 

participants, 2 (1.0%) married participants, and 2 (1.0%) divorced participants. Eight 

participants (3.9%) had a junior high school degree, 98 (47.3%) had a high school degree, 

87 (42.0%) had a university degree, and 13 (6.3%) had a post-lauream degree; one 

participant (0.5%) refuse to report his/her educational level. One hundred thirty 

participants (62.8%) were students, 34 (16.4%) were blue collars, 4 (1.9%) were white 

collars, 22 (10.6%) were managers, 15 (7.2%) were liberal arts practitioners, and 2 (1.0%) 

were unemployed.  

Forty-six participants (22.2%) completed a shorter version of the Stop-Signal Task 

(i.e., four blocks, instead of six). Participants who completed the shorter version of the 

Stop-Signal Task did not differ significantly from participants who completed the longer 

version on age, t(205) = -2.50, p > .86, d = -.35, and gender, c2(2) = 3.68, p > .16, Cramer 

V = .13. As expected, the two sample were significantly different on civil status, c2(2) = 

7.61, p < .05, Cramer V = .19, educational level, c2(3) = 21.54, p < .001, Cramer V = .32, 

and occupation, c2(5) = 21.44, p < .01, Cramer V = .32. The differences can be explained 

by the fact that the sample at issue was part of a different study (see, Gialdi et al, 2020) 

where only university students were included.  

To be included in the sample, participants had to document that they were of adult age 

(i.e., 18 years of age or older), they had no psychiatric or neurological disorders, and had 

normal or corrected-to-normal vision, and to agree to the written informed consent in 

which the study was extensively described. To avoid cultural and lexical bias in 

questionnaire responses, to participate in the present study, participants were required to 

speak Italian as their first language. All participants were treated in accordance with the 

Ethical Principles of Psychologists and Code of Conduct.  
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5.2.2 Measures  

 

• Stop-Signal Task (Verbruggen et al, 2019). As previously described, in this project, 

I relied on an open-source stop-signal paradigm to improve the replicability of the 

findings (Stop-it Task - The jsPsych version; Verbruggen et al, 2019). During this 

task, participants had to discriminate between two arrows: when a Go-trials appears 

(75% of the trials) participants have to respond as fast and accurate as possible. 

Conversely, on stop-signal trials (25% of the trials), after the apparition of the 

arrows, they are replaced by “XX” after a variable delay (Stop-Signal Delay; SSD), 

and participants have to inhibit their response. For an extensive description see 

paragraph 2.2.3. 

 

• Go/No-Go Task (Bezdjian et al, 2009). During the Go/No-Go Task, participants 

have to respond to the presence of a target stimulus (i.e., letters P or R). In the first 

condition, participants are asked to press a key in response to the letter P (“Go” 

trials) and withhold their response to the letter R (“No-Go” trials); on the contrary, 

in the second condition participants are asked to make a response to the letter R 

(“Go” trials) and withhold their response to letter P (“No-Go” trials). For an 

extensive description see paragraph 2.2.2. 

 

• Barratt Impulsiveness Scale – 11 (BIS-11; Patton et al, 1995). The BIS-11 is a 30-

items self-report questionnaire designed to assess three facets of impulsivity. Items 

are rated on a 4-point Likert-type scale (1 = Rarely/Never; 2 = Occasionally; 3 = 

Often; 4 = Almost Always/Always). The score of 4 indicates the most impulsive 

response, but in this questionnaire some items are reversed to avoid response biases. 

In the original study (Patton et al, 1995) and also in its Italian translation (Fossati 

et al, 2001), the authors have found three facets of impulsiveness: motor 

impulsivity, attention impulsivity, and non-planning impulsivity. These three facets 

are summed to produce a total score, and the higher the BIS-11 total score, the 

higher impulsivity level.  
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• UPPS-P Impulsive Behavior Scale (UPPS-P; Lynam et al, 2006). The UPPS-P is 

composed of 59 items, assessed on a 4-point Likert-type scale (1 = Agree Strongly; 

2 = Agree Some; 3 = Disagree Some; 4 = Disagree Strongly). This questionnaire 

was designed to measure five dimensions of impulsive behavior: the tendency to 

commit rash actions as a result of intense negative affect (Negative Urgency; 12 

items), the tendency to think and reflect on the consequences of an act 

(Premeditation; 11 items), the ability to remain with a task until completion 

(Perseverance; 10 items), the tendency to seek excitement (Sensation Seeking; 12 

items), the tendency to act rashly in response to a positive mood (Positive Urgency; 

14 items). The UPPS-P showed adequate psychometric properties (Cyders & Smith, 

2007; Whiteside & Lynam 2001) also in its Italian translation (Fossati et al, 2016; 

Gialdi et al, 2021).  

 

• Zuckerman-Kuhlman Personality Questionnaire Impulsive Unsocialized Sensation 

Seeking Scale (ImpSS; Zuckerman et al, 1993). The ImpSS is a self-report 

questionnaire, composed of 19 true-false items. This scale describes a lack of 

planning and a tendency to act on impulse without thinking, a need for excitement, 

change and novelty, and a preference for unpredictable situation. Carlotta and 

colleagues (2003) previously assessed the reliability and validity of the Italian 

translation of the ImpSS.  

 

• Personality Inventory for DSM-5 (PID-5; Krueger et al, 2012). The PID-5 is a 220-

items self-report with a 4-point response scale (0 = Very False or Often False; 1 = 

Sometimes or Somewhat False; 2 = Sometimes or Somewhat True; 3 = Very True 

or Often True). The PID-5 was designed to assess the DSM-5 traits presented in the 

Alternative Model of Personality Disorder (AMPD), provided in Section III (APA; 

2013). The PID-5 has 25 scales that can be summed to generate five higher order 

dimensions (Krueger et al, 2012), which represents dysfunctional variants of the 

Five-Factor Model personality dimensions (APA, 2013). Specifically, the five 

domains of the PID-5 are: Negative Affectivity (i.e., frequent, and intense 

experiences of high levels of a wide range of negative emotions), Detachment (i.e., 

avoidance of socio-emotional experience), Antagonism (i.e., behaviors that put the 
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individual at odds with other people), Disinhibition (i.e., orientation toward 

immediate gratification and impulsive behavior), and Psychoticism (i.e., a wide 

range of culturally incongruent odd, eccentric, or unusual behaviors and cognition). 

The psychometric proprieties of the Italian translation of the PID-5 in nonclinical 

adults have been previously published (Fossati et al, 2013).  

For this project, in order to avoid a long and inaccurate compilation from 

participants, I relied only on the Disinhibition domain (46 items) and its 

corresponding facets (i.e., Distractibility, Impulsivity, Rigid Perfectionism, Risk 

Taking, Irresponsibility). The subsample previously described (see, paragraph 

5.2.1), completed the shorter version of PID-5 with 100 items (PID-5-SF; Maples 

et al, 2015). However, previously studies (e.g., Somma et al, 2019) suggested that 

the reduced number of items of the PID-5-SF, identified by Maples and colleagues 

(2015), can be used to evaluate the domain scales and the corresponding facets also 

in its Italian translation.  

 

 

5.2.3 Procedures 

 

The questionnaires and the behavioral computerized tasks were randomly 

administered to the sample. In the whole project, all measures and tasks were 

administered in their Italian translation. In order to match the self-reports scores and tasks 

results and to maintain anonymity, each participant included in the sample created an 

alphanumeric ID code.  

Participants completed the study online using Online Surveys Jisc, an online survey 

tool designed for academic research (https://www.onlinesurveys.ac.uk/); participants 

volunteered to take part in the study receiving no economic incentive or academic credit 

for their participation. Self-report measures were administered in random order and 

scored blind to the computerized task results. The computerized tasks were administered 

using a laptop computer in individual session and each session lasted on average two 

hours per participant. 
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Written informed consent was obtained prior to study participation; all participants 

were of adult age and volunteered to take part in the present study after it was extensively 

described. Institutional Review Board was obtained for all aspects of the study.  
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5.3 Data Analysis 
 

Cronbach’s alpha coefficient, Omega (w) coefficient, and mean inter-item correlation 

(MIC) were used to estimate the internal consistency reliability of the self-report 

measures of impulsivity (i.e., BIS-11, UPPS-P, ImpSS, PID-5) in the whole sample. 

Spearman r coefficient was used to assess bivariate associations between 

neuropsychological indices and self-reported measures. 

In the present study, I relied on both parametric and non-parametric methods to 

estimate SSRT (see paragraph 3 and 4 of the present Section). Specifically:  

 

• Non-parametric estimation methods. Although the mean method is known to be 

biased (i.e., because of the skewness of the go RT distribution and by go omissions 

errors), I computed this method in order to assess if it provides meaningful 

associations with self-reported measures of impulsivity. Noteworthy, when the 

tracking procedure is used, it is still a widely used non-parametric estimation 

method because of its easiness of computation (Verbruggen et al, 2019). According 

to the mean method, SSRT can be estimated easily by subtracting mean SSD from 

mean RT on go trials (Verbruggen et al, 2019). Moreover, I computed non-

parametric SSRT estimates based on the integration method with replacement of go 

omissions. Indeed, according to Verbruggen and colleagues’ (2019) simulation 

study, I reported SSRT obtained by subtracting mean SSD from the nth RT. To this 

aim, all go trials with a response were included (including go trials with a choice 

error and go trials with a premature response). Importantly, go omissions (i.e., go 

trials on which the participant did not respond before the response deadline) are 

assigned the maximum RT in order to compensate for the lacking response. 

Premature responses on unsuccessful stop trials (i.e., responses executed before the 

stop signal is presented) were also included when calculating p(respond|signal) and 

mean SSD (Verbruggen et al, 2019). 
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• Parametric estimation methods. Different from non-parametric methods, 

parametric methods allow for the estimation of the entire distribution of SSRTs 

(Matzke et al, 2013a). Bayesian parametric approach relies on Bayesian parameter 

estimation, and it relies on Markov chain Monte Carlo sampling (MCMC; Gilks et 

al, 1996; Gamerman & Lopes, 2006) to obtain posterior distributions for the go and 

stop parameters. 

For the purposes of the present study, the number of MCMC chains (i.e., sequences 

of values sampled from the posterior distribution of the parameters) was 3; the start 

values were automatically set to the maximum a posteriori probability estimates of 

the parameters. The total number of MCMC samples per chain was set at 20,000, 

the number of burn-in samples to discard at the beginning of each chain was 5,000, 

and a thinning factor of 5 was selected, meaning that only every 5th MCMC the 

sample was retained. In the present study, the central tendency of the posterior was 

used as a point estimate of the parameter. In particular, I relied on the median of the 

posterior distribution as point estimate for the parameters; the parameters posterior 

distributions quantify knowledge about the parameters after the data have been 

observed; the larger the dispersion, the greater the uncertainty in the estimated 

parameter. The 95% credible interval (i.e., 2.5th and 97.5th percentile of the 

distribution) were computed to quantify estimation uncertainty (e.g., Matzke et al, 

2013a). To ensure that the chains have converged from their starting values to their 

stationary distributions, I verified that the posterior distributions of the model 

parameters were unimodal; then I run multiple MCMC chains and ascertain that the 

chains have mixed well. At convergence, the individual MCMC chains should look 

like “hairy caterpillars” and should be indistinguishable from one another. Lastly, I 

relied on the !" (Gelman & Rubin, 1992) convergence diagnostic measure for each 

model parameter. !" compares the between-chain variability to the within-chain 

variability. As a rule of thumb, !" should be lower than 1.1 if the chains have 

properly converged. 

In the presents study I relied on two different BEESTS models (see paragraph 4.1 

of this Section), namely, the BEESTS method (Matzke et al, 2013b), and the 

BEESTS method with trigger failure (Matzke et al, 2017b). The BEEST methods 

relied on a Bayesian parametric approach that allows for the estimation of the entire 
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distribution of SSRTs. SSRTs are assumed to follow an ex-Gaussian distribution 

and Markov chain Monte Carlo sampling are used to estimate the parameters of the 

SSRT distribution (e.g., Matzke et al, 2013a). The BEESTS method with trigger 

failure enables researchers to simultaneously estimate the probability of trigger 

failures (i.e., deficiencies in triggering the stop process) and the entire distribution 

of stopping latencies (Matzke et al, 2017b); the resulting SSRT estimates are 

corrected for the bias that results from deficiencies in triggering the stop process 

(Matzke et al, 2017b).  

For the purposes of the present study, I relied on a hierarchical estimation (e.g., 

Matzke et al, 2013a; Matzke et al, 2017b), so that the estimation of each individual's 

model parameters is informed by data from the entire sample, resulting in more 

precise and, on average, more accurate estimates of the true parameters (e.g., Farrell 

& Ludwig, 2008). Moreover, hierarchical modelling provides inference on both the 

participant and the population level (Farrell & Ludwig, 2008). The hierarchical 

approach has the potential to provide accurate parameter estimates with relatively 

few (i.e., 384 trials for participants) observations per participant (Matzke et al, 

2013b). 

 

Before estimating non-parametric and parametric SSRT, the data were screened for 

two basic validity checks: 384 recorded trials, and participant responses detected for at 

least one go trials. Moreover, in order to compute parametric SSRT, each individual data 

should be screened for performance exclusion criteria to ensure that participants included 

in BEESTS estimation analyses were adequately engaged in the task and had behavioral 

data that were broadly consistent with race model assumptions (e.g., Matzke et al, 2019). 

This procedure is consistent with previous studies (e.g., Skippen et al, 2019; Skippen et 

al, 2020; Weigard et al, 2021), and usually results in the exclusion of a significant number 

of participants (almost 16% of the original samples; see Skippen et al, 2019; Skippen et 

al, 2020; Weigard et al, 2021). In line with previous research (Skippen et al, 2019; 

Skippen et al, 2020; Weigard et al, 2022), in the present study, I relied on the following 

exclusion criteria: 
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• high overall error rate (i.e., >10%); 

• go omission rate >10%; 

• no error on go trials; 

• excessive rate of omission (>.25) on go trials; 

• staircase tracking failure to converge to 0.50 (i.e., these participants may be slowing 

or speeding of go responses); 

• reaction times (RT) on unsuccessful stop trials numerically longer than RT on go 

trials. In line with Skippen and colleagues (2019), I compared the mean RT on 

unsuccessful stop trials with the mean RT on go trials; in this comparison I included 

all trials with a response (including choice errors and premature responses; Skippen 

et al, 2019); 

• high response rate on shortest delay. Indeed, this results in extreme trigger failure 

rate and, thus, no sufficient information for parameter estimation. 
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5.4 Results  
 

Detailed comparison between participants who completed a shorter version of the 

Stop-Signal Task and the PID-5-SF (n = 46) and participants who completed the longest 

version on the Stop-Signal Task and the PID-5 (n = 161) are reported in Table 5.1.  
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The Cronbach’s α values, Omega (w) values, and mean inter-item correlation (MIC) 

for the BIS-11 subscale and total score in this sample are reported in Table 5.2.  

 

Table 5.2  

The BIS-11 Scales: Descriptive Statistics, Internal Consistency Reliability (i.e., 

Cronbach’s a and w Coefficient) Estimates, and Scale Intercorrelation (N = 207). 

BIS-11 subscale M SD a w MIC 

Motor impulsivity 20.17 4.63 .76 .88 .25 

Attention impulsivity 22.60 3.94 .52 .71 .09 
Non-planning impulsivity 16.83 3.98 .40 .77 .15 

BIS-11 Total Score 59.59 9.05 .69 .84 .11 
Note. MIC = Mean Inter-Item Correlation 

 

The Cronbach’s α values, Omega (w) values, and mean inter-item correlation (MIC) 

for the UPPS-P subscale in this sample are reported in Table 5.3.  

 

Table 5.3 

The UPPS-P Scales: Descriptive Statistics, Internal Consistency Reliability (i.e., 

Cronbach’s a and w Coefficient) Estimates, and Scale Intercorrelation (N = 207). 

UPPS-P subscale M SD a w MIC 

Negative Urgency 26.82 7.04 .86 .91 .35 
Premeditation 20.24 5.18 .86 .92 .38 

Perseverance 18.06 4.98 .84 .92 .37 
Sensation Seeking 28.19 8.49 .89 .93 .40 

Positive Urgency  24.50 8.30 .92 .95 .47 
Note. MIC = Mean Inter-Item Correlation 

 

The Cronbach’s α values, Omega (w) values, and mean inter-item correlation (MIC) 

for the ImpSS scale total score in this sample are reported in Table 5.4.  

 

Table 5.4 

The ImpSS Scale: Descriptive Statistics, Internal Consistency Reliability (i.e., 

Cronbach’s a and w Coefficient) Estimates, and Scale Intercorrelation (N = 207). 

ImpSS Scale M SD a w MIC 

ImpSS Total Score  6.36 4.56 .86 .90 2.42 
Note. MIC = Mean Inter-Item Correlation 
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The Cronbach’s α values, Omega (w) values, and mean inter-item correlation (MIC) 

for the PID-5 Disinhibition subscales in part of the sample are reported in Table 5.5.  

 

Table 5.5 

The PID-5 Facets: Descriptive Statistics, Internal Consistency Reliability (i.e., 

Cronbach’s a and w Coefficient) Estimates, and Scale Intercorrelation (N = 161). 

PID-5 facet M SD a w MIC 

Distractibility .87 .68 .92 .96 .56 

Impulsivity .75 .64 .88 .96 .55 
Rigid Perfectionism 1.53 .71 .91 .95 .50 

Risk Taking 1.18 .62 .92 .94 .45 
Irresponsibility .49 .43 .71 .87 .28 

Disinhibition .95 .40 .89 .95 .16 
Note. MIC = Mean Inter-Item Correlation 
 

The Cronbach’s α values, Omega (w) values, and mean inter-item correlation (MIC) 

for the PID-5-SF Disinhibition subscales in part of the sample are reported in Table 5.6.  

 

Table 5.6 

The PID-5-SF Facets: Descriptive Statistics, Internal Consistency Reliability (i.e., 

Cronbach’s a and w Coefficient) Estimates, and Scale Intercorrelation (N = 46). 

PID-5 facet M SD a w MIC 

Distractibility .90 .74 .91 .98 .70 
Impulsivity .81 .71 .90 .99 .70 

Rigid Perfectionism 1.04 .82 .84 .98 .58 
Risk Taking .58 .56 .79 .98 .52 

Irresponsibility .46 .49 .61 .95 .29 
Disinhibition .94 .43 .85 .93 .24 

Note. MIC = Mean Inter-Item Correlation 
 

Convergent validity coefficients (i.e., Spearman’s r coefficient) between the Go/No-

Go Task and the Stop-Signal Task are reported in Table 5.7. It is important to note that 

SSRT has been evaluated with and without trigger failure, however these two estimations 

were highly correlated, at least in this sample, r = .96, p < .01.  

Based on the criteria of Matzke and colleagues (2013b) previously described (see 

paragraph 5.3 in this Section), the sample included for the analysis of advanced 

estimations for SSRT was reduced to 168 participants (mean age = 26.68 years, SD = 5.87 
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years). This sample was composed of 78 male (46.4%) and 89 female (53.0%); one 

participant (0.6%) refused to disclose his/her gender. However, the sample to which could 

not be possible estimate the BEEST methods, was significantly older than the sample 

included for the analysis of BEEST, t(205) = .48, p < .05, d = .07. Though, Cohen’s d 

value suggested that the difference between the mean scores was trivial, based on Cohen’s 

conventional cut off values (Cohen, 1988), although it was significant. Moreover, the 

sample not included for the analysis was composed of more female participants, c2(2) = 

7.50, p < .05, Cramer V = .19.  

Lastly, the sample was further reduced when BEEST with trigger failure analysis were 

computed. This third sample was composed of 123 participants (mean age = 27.15, SD = 

5.95. The sample included 57 male (46.3%) and 65 female (52.8%); one participant 

(0.8%) refused to disclose his/her gender. Nevertheless, this sample did not show 

significant differences from the original sample on age, t(205) = -.95, p > .40, d = -.13, 

and on gender, c2(2) = 3.16, p > .20, Cramer V = .12.  
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Table 5.8 represents the correlations coefficient (i.e., Spearman’s r coefficient) 

between the Stop-Signal Task estimations and the disinhibition measures used in this 

sample.  
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5.5 Discussion 
 

As a whole, the results of the present study suggested that relying on advanced 

methods for estimating SSRT may yield meaningful associations between 

neuropsychological task (i.e., the Stop-Signal Task) and self-report measures of 

impulsivity. Rather, adopting computationally-intensive methods for estimating the 

SSRT (i.e., the BEEST methods) did not seem to provide advantages in terms of 

identifying relationships between neuropsychological tasks (i.e., the Stop-it task and the 

Go/No Go Task). 

 

As expected, the Stop-Signal Task was significantly associated with the Go/No Go 

Task on the omission errors, mean reaction time, and on the probability of responding to 

the signal. Specifically, the omission errors (i.e., the lack of response when the go 

stimulus appears) of the SST moderately correlated with the omission errors of the Go/No 

Go Task with Spearman’s r coefficient of .31, p < .01. In addition, the mean reaction time 

(i.e., the time between the beginning of the presentation of the stimulus and the beginning 

of the participants’ reaction to it) of both tasks were moderately correlated, r = .58, p < 

.01. However, it is important to consider the size of these correlation coefficients in the 

light of available meta-analytic data on the relationships between neuropsychological 

measures and self-reports (e.g., Sharma et al, 2014). Lastly, the probability of responding 

to the stop signal (indicating the possibility to commit commission errors) in the Stop-

Signal Task showed a significant relationship with the commission errors (i.e., a response 

has been executed when no response was necessary) of the Go/No Go Task, r = .24, p < 

.01. Despite existent literature is debated about the distinction (Raud et al, 2020) or 

similarity (e.g., Eagle et al, 2008) between these two tasks, this study showed that the 

Stop-Signal Task and the Go/No Go Task can be both used as reliable computerized task 

to assess the principal aspect of disinhibition behavior (i.e., reaction time, omission, and 

commission errors) and response inhibition, at least in this sample. This study confirmed 

the work of Eagle and colleagues (2008) on the overlap between the two tasks, while 

suggesting that they may also map onto different domains (e.g., attention). 
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In addition, Stop-Signal Reaction Time estimates, assessed with both non-parametric 

and parametric approach, showed moderately and significant associations with the 

reaction time of the Go/No Go Task. Moreover, differently from previous studies (e.g., 

Skippen et al, 2019) non-parametric approach yielded higher correlations than parametric 

approach, suggesting that the use of non-parametric estimations may be also valuable. 

Specifically, in this sample, the mean and the integration methods significantly showed 

correlations with the reaction time of the Go/No Go Task. In addition, also BEEST 

methods significantly showed associations with the mean reaction time of the Go/No Go 

Task for BEEST without trigger failure and BEEST with trigger failure, respectively. 

Indeed, it should be observed that Skippen and colleagues (2019) relied on a longer 

version of the Stop Signal Task (i.e., 700 trials). 

 

According to present literature (e.g., Sharma et al, 2014) the correlation between 

behavioral tasks and self-reports is modest. However, it is also important to consider 

different types and more advanced estimation as demonstrated in previous studies (e.g., 

Skippen et al, 2019). In this sample, advanced estimation (i.e., BEEST with trigger 

failure) yielded significant correlation with lack of planning, as operationalized with BIS-

11, r = .21, p < .05, indicating that people with difficulties in planning action present 

difficulties in inhibiting their response when it is required. Moreover, different 

estimations of the SSRT produced different correlations with the facets of the PID-5. 

Specifically, considering the mean method, SSRT was negatively and significantly 

correlated with Impulsivity and Risk-Taking, r = -.21, and r = -.29, all p < .05. 

Considering, the integration method, SSRT was negatively and significantly correlated 

with Distractibility, Impulsivity, Risk-Taking and Irresponsibility, r = -.26, r = -.24, r = -

.21, and r = -.22, all p < .05. Lastly, only BEEST with trigger failure showed significant 

associations with three facets of PID-5, r = -.28, r = -.36, and r = -.42, all p < .05, namely 

Distractibility, Impulsivity and Risk-Taking. All these results indicated that participants 

with high level of disinhibition, showed a lower reaction time in the Stop-Signal Task, 

and thus a faster response. The present results are consistent with previous data (Gialdi et 

al, 2021; Skippen et al, 2019), demonstrating that better relationships between self-report 

and laboratory tasks may be better identified with advanced estimation of SSRT, as shown 
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with increasing correlations found moving from non-parametric estimations to parametric 

estimations of SSRT.  
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5.6 Limitations 
 

The results of the present study should be considered in the light of several important 

limitations. Although it was larger than previous reports (e.g., Skippen et al, 2019), the 

sample size of my study is quite limited. Indeed, administering neuropsychological tasks 

requires a great deal of time (i.e., more than one hour per participants), and resources (i.e., 

all participants were administered the measures in the laboratory) (e.g., Crawford & 

Garthwaite, 2002). Moreover, it should be observed that Bayesian parametric estimation 

requires extremely long estimation time and meeting stringent inclusion criteria to allow 

model convergence (e.g., Matzke et al, 2019). Accordingly, I tried to find a balance 

between having an adequate sample size and allowing parametric estimation of SSRT. 

A subsample of participants was derived from a different study (see Gialdi et al, 2020), 

and included only university students; although this represented a limitation of the current 

study, I collected those data in the early phase of the project. Additionally, my sample 

was more a convenient study group than a sample representative of the Italian population. 

Of course, this can limit the generalizability of the findings to other populations (i.e., 

clinical, or forensic sample). 

Notably, different stop-signal paradigms are available. As mentioned before, I relied 

on an open-source software for administering the stop-it task (Verbruggen et al, 2019). 

Of course, changing the task parameters and relying on different stop-signal paradigms 

may result in different findings. I computed SSRT based on the integration method with 

replacement of go omissions because it showed to be less biased in previous simulation 

studies (e.g., Verbruggen et al, 2019). Relying on different non-parametric methods for 

estimating the SSRT may yield different findings. Despite it suffers from several 

limitations (Verbruggen et al, 2019), I considered also the mean method for computing 

SSRT. This method choice was related to the popularity of the mean method; in my 

opinion, its inclusion could be useful for comparison purposes. 

Finally, it should be observed that I did not compute SSRT based on the EXG3 model 

(Matzke et al, 2019). Indeed, Matzke and colleagues (2019) proposed a parametric 

framework that extends the standard 2-runner race model to account for go errors, and 

hence expand the scope of the stop-signal paradigm to the study of response inhibition in 

the context of difficult choices (Heatcote et al, 2019). This approach is based on Bayesian 
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approach based on the ex-Gaussian distribution – the EXG3 model (Heathcote et al, 2018; 

Matzke et al, 2019). Interestingly, Matzke and colleagues (2019) showed that the EXG3 

approach can be successfully applied to stop-signal tasks with high error rates; however, 

this model requires novel stop-signal data with high error rates and a manipulation of task 

difficulty to enable researchers to study difficult-choice inhibition. Because of the large 

number of trials needed for the EXG3 estimation (e.g., 700 trials in Skippen and 

colleagues’ [2019] study) and because it was meant to extends the scope and applicability 

of the stop-signal paradigm to the study of response inhibition in the context of difficult 

choices (i.e., a more demanding go task), I did not rely on this estimation method, which 

is not consistent with common stop-signal paradigm (Verbruggen et al, 2019). Indeed, 

previous studies showed that healthy participants have low trigger failure rates (< 9%; 

Verbruggen et al, 2020), low inter-individual variability and substantial ceiling effects 

(e.g., Matzke, et al, 2017) on “traditional” stop-it tasks (i.e., the tasks I was interested in). 

Indeed, making the task longer and more difficult result in obtaining the variability in 

trigger failure that allows for the analysis of individual differences in response inhibition 

parameters; however, the resulting tasks is quite different from the results on the stop-it 

tasks used in previous studies (e.g., Sharma et al, 2014) 

As to the other measures, I relied only on self-reports to assess impulsive behaviors 

and only on the Disinhibition domain of PID-5. Although all the selected self-report 

measures used in the present study are reliable and valid measures of impulsivity, using 

different measures, including interviews may yield different results. 
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6. Study 2 

 

The second study of this first section on the Stop-Signal Task focused on the reliability 

of the mentioned task. Assessing reliability of behavioral tasks, is important for both 

clinical applications and research practice, since measures with low reliability are 

unsuitable and cannot predict clinical outcomes. Indeed, Sharma and colleagues (2014) 

stated that if laboratory tasks cannot identify a particular construct and are provided with 

low reliability, it critical to rely on these tasks both in research and clinical application. 

Moreover, theoretical conclusion on a particular construct can be modified if clinicians 

and researchers taking into account low reliability estimates (Hedge et al, 2018). It is 

therefore important to consider this aspect as well when selecting a task. 

A meta-analysis of Enkavi and colleagues (2019) showed that the psychometric 

proprieties of the Stop-Signal Task and others neuropsychological tasks, are under 

studied. Moreover, the studies that consider the reliability of the tasks are usually 

conducted with children (e.g., Alderson et al, 2008; Soreni et al, 2009). Reliability is an 

important criterion of any psychological measure (Anastasi & Urbina, 1997) and 

necessary for its validity.  

In line with neuropsychological research, in this study I assessed reliability estimations 

in terms of temporal stability (i.e., Spearman r coefficient) and Intraclass Correlation 

Coefficient (ICC) for absolute agreement based on random-effect one-way ANOVA. 

However, in this study I relied also on internal consistency (i.e., Cronbach’s alpha and 

Omega coefficient) coefficients, considering neuropsychological tasks as psychological 

tests, and consequently considering each Stop-Signal Task block as a part of a test.  

Current literature, in addition to be poor, also has contrast findings. Kindlon and 

colleagues (1995) and more recently Soreni and colleagues (2009), have found good test-

retest reliability of SSRT in the Stop-Signal Task; on the contrary, Wöstmann and 

colleagues (2013) have found poor test-reliability. However, all these studies have been 

carried out on children.  

Considering present literature and the increasing number of studied on the Stop-Signal 

Task, it is important to assess its temporal stability, looking for the best way to test 

reliability for this type of neuropsychological task.  
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6.1 Aim 
 

The aim of the present study was to assess test-retest reliability of the Stop-Signal 

Task, considering the Stop-Signal Reaction Time estimated with both non-parametric and 

parametric approach, and internal consistency reliability across the six blocks of the Stop-

Signal Task with a three-months test-retest paradigm in a un sub-sample of participants 

(n = 114), who agreed to take part at a three-months follow-up assessment.  

In this study, Spearman’s r coefficient, Cronbach’s α and McDonald omega 

coefficients have been calculated.  

In line with previous study (Kindlom et al, 1995; Sharma et al, 2014; Soreni et al, 

2009; Wöstmann et al, 2013), I expected that the Stop-Signal Task has moderately low 

temporal stability when tested with Spearman’s r coefficient. However, since the Stop-

Signal Task is provided with good criterion validity, I also expected that internal 

consistency reliability was adequate in the two different time of administration.  
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6.2 Material and Methods 
 

6.2.1 Participants 

 

The sample was composed of 114 Italian community dwelling adult participants with 

a mean age of 25.71 years (SD = 4.89 years; age range: 19 years – 46 years), who agreed 

to take part to the three-months follow-up. In my sample 51 participants (44.7%) were 

male, and 62 participants (54.4%) were female; one participant (0.9%) refuse to disclose 

his/her gender. Three participants (2.6%) were left-handed. The sample was composed of 

one-hundred twelve (98.2%) unmarried participants, and 2 (1.8%) married participants. 

Six participants (5.3%) had a junior high school degree, 49 (43.0%) had a high school 

degree, 54 (47.4%) had a university degree, and 5 (4.4%) had a post-lauream degree. 

Seventy-six participants (66.7%) were students, 18 (15.8%) were blue collars, 2 (1.8%) 

were white collars, 10 (8.8%) were managers, and 8 (7.0%) were liberal arts practitioners.  

Participants who completed the follow-up of the Stop-Signal Task were significantly 

younger then participants who did not completed the three-months administrations of the 

Stop-Signal Task, t(205) = 2.59, p < .00, d = .35. However, the two sample did not 

significantly differ on gender, c2(2) = 1.68, p > .43, Cramer V = .09, civil status, c2(2) = 

4.08, p > .13, Cramer V = .14, educational level, c2(3) = 5.47, p > .14, Cramer V = .16, 

and occupation, c2(5) = 4.00, p > .55, Cramer V = .14.  

To be included in the sample, participants had to agree to the written informed consent 

in which the study was extensively described. To avoid cultural and lexical bias in 

questionnaire responses, to participate in the present study, participants were required to 

speak Italian as their first language. All participants were treated in accordance with the 

Ethical Principles of Psychologists and Code of Conduct.  

 

 

6.2.2 Measures 

 

• Stop-Signal Task (Verbruggen et al, 2019). See paragraph 5.2.2 and 2.2.3 for an 

extended description.  
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6.2.3 Procedure  

 

Participants who agreed to take part to the second part of this study completed only 

the computerized Stop-Signal Task, in its Italian translation. In order to match the task 

results and to maintain anonymity, each participant included in the sample created the 

originally alphanumeric ID code, following the same instructions in the two different time 

of administrations (i.e., first letter of the mother’s name, first letter of the father’s name, 

number of letters of the surname, day of birth).  

Participants volunteered to take part in the second part of the study receiving no 

economic incentive or academic credit for their participation. The Stop-Signal Task was 

administered using a laptop computer in individual session, and each session lasted on 

average two hours per participant.  

Written informed consent was obtained prior to study participation; all participants 

were of adult age and volunteered to take part in the present study after it was extensively 

described. Institutional Review Board was obtained for all aspects of the study. 
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6.3 Data Analysis  
 

Spearman r coefficient and Intraclass Correlation Coefficient (ICC) were used to 

assess temporal stability. Correlations of .70 or higher indicate good test-reliability, and 

correlations between .40 and .60 indicate moderate test-retest reliability. Good test-retest 

reliabilities are a necessary prerequisite for the validity of any measure (Becser et al, 

1998; Kuntsi et al, 2005). t-test comparisons were also assessed to evaluate the differences 

in mean in the two times of administration. Cohen’s d statistic was used to evaluate the 

effect size of the t-tests.  

Whereas Intraclass Correlation Coefficients (ICC) was used with a one-way random 

effects model for absolute agreement. Moreover, to assess reliability I relied also on 

Cronbach’s α coefficient and Omega (w) coefficient for the internal consistency of the 

Stop-Signal Task. High internal consistency of a measure indicates high homogeneity of 

the scale. To this aim, in this study I considered the 6 different blocks of the Stop-Signal 

Task as part of a test.  

As mentioned for Study 1 (see paragraph 5.3 of this Section for an extended 

description) I relied on both parametric and non-parametric methods to estimate SSRT 

(see paragraph 3 and 4 of this Section). For non-parametric method I computed the mean 

method, even it is known to biased, by subtracting mean SSD from mean RT on go trials 

(Verbruggen et al, 2019), and the integration method with replacement of go omissions. 

In this second method, according to Verbruggen and colleagues’ (2019) simulation study, 

I reported SSRT obtained by subtracting mean SSD from the nth RT. To this aim, all go 

trials with a response were included (including go trials with a choice error and go trials 

with a premature response). Importantly, go omissions (i.e., go trials on which the 

participant did not respond before the response deadline) are assigned the maximum RT 

in order to compensate for the lacking response. Premature responses on unsuccessful 

stop trials (i.e., responses executed before the stop signal is presented) were also included 

when calculating p(respond|signal) and mean SSD (Verbruggen et al, 2019). On the 

contrary, parametric methods allow for the estimation of the entire distribution of SSRTs 

(Matzke et al, 2013a), and are based on Bayesian parametric estimation and on Markov 

chain Monte Carlo sampling (MCMC; Gilks et al, 1996; Gamerman & Lopes, 2006) to 

obtain posterior distributions for the go and stop parameters. 
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In the presents study I relied on two different BEESTS models (see paragraph 4.1 of 

this Section), namely, the BEESTS method (Matzke et al, 2013a), and the BEESTS 

method with trigger failure (Matzke et al, 2017b). Similarly, to the Study 1 (see paragraph 

5.3 of this Section), in the present study I relied on a hierarchical estimation (e.g., Matzke 

et al, 2013a; Matzke et al, 2017b), so that the estimation of each individual's model 

parameters is informed by data from the entire sample, resulting in more precise and, on 

average, more accurate estimates of the true parameters (e.g., Farrell & Ludwig, 2008). 

The hierarchical approach has the potential to provide accurate parameter estimates with 

relatively few (i.e., 384 trials for participants) observations per participant (Matzke et al, 

2013). 
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6.4 Results 
 

The descriptive statistics, Spearman r coefficient, and Intraclass Correlation 

Coefficient (ICC) for the Stop-Signal Task’s mean method and integration method in two 

time of administrations are reported in Table 6.1 and Table 6.2, respectively. For this 

analysis I considered both the general estimations of the Stop-Signal Reaction Time (e.g., 

mean method for the entire task) and the single estimation of each block.  

 

 

 

 

 



 

 
99 

T
ab

le 6
.1

 

T
h
e S

to
p
-S

ig
n
al T

ask
 test-retest reliab

ility
: D

escrip
tiv

e S
tatistics, S

p
earm

an
 r co

efficien
t, an

d
 In

traclass C
o
rrelatio

n
 C

o
efficien

t (IC
C

) in
 

tw
o
 tim

e o
f ad

m
in

istratio
n

s w
ith

 m
ean

 m
eth

o
d
 estim

atio
n

 (n
 =

 1
1
4
). 

 
T

im
e 1

 
T

im
e 2

 
 

 

S
to

p
-S

ig
n
al T

ask
 

M
 

SD
 

M
 

SD
 

t(1
1
3
) 

d 
r 

IC
C

 

M
ean

 M
eth

o
d

 
3
3
2
.9

9
 

9
2
.5

2
 

3
2
8
.6

6
 

8
2
.8

8
 

0
.5

5
 

.1
0
 

.5
5
*
*
 

.5
5
*
*
 

M
ean

 M
eth

o
d
 1

 
3
4
6
.8

8
 

9
6
.9

9
 

3
3
5
.5

4
 

9
0
.2

9
 

1
.1

7
 

.2
2
 

.4
2
*
*
 

.3
9
*
*
 

M
ean

 M
eth

o
d
 2

 
3
2
7
.7

4
 

9
3
.8

8
 

3
3
0
.6

3
 

9
0
.6

4
 

-0
.3

3
 

-.0
6
 

.5
3
*
*
 

.4
9
*
*
 

M
ean

 M
eth

o
d
 3

 
3
2
7
.6

0
 

9
3
.3

6
 

3
3
0
.3

8
 

8
6
.9

6
 

-0
.3

2
 

-.0
6
 

.4
9
*
*
 

.4
6
*
*
 

M
ean

 M
eth

o
d
 4

 
3
2
5
.4

5
 

9
5
.2

5
 

3
2
4
.3

2
 

9
4
.6

9
 

0
.1

1
 

.0
2
 

.4
4
*
*
 

.3
4
*
*
 

M
ean

 M
eth

o
d
 5

 
3
2
9
.0

7
 

9
0
.7

1
 

3
2
8
.8

2
 

9
0
.7

2
 

0
.0

3
 

.0
1
 

.5
3
*
*
 

.5
2
*
*
 

M
ean

 M
eth

o
d
 6

 
3
2
7
.8

5
 

9
5
.9

7
 

3
2
4
.3

1
 

8
7
.5

1
 

0
.3

8
 

.0
7
 

.4
7
*
*
 

.4
2
*
*
 

N
ote. ** p <

 .01 

 

T
ab

le 6
.2

 

T
h
e S

to
p

-S
ig

n
al T

ask
 test-retest reliab

ility
: D

escrip
tiv

e S
tatistics, S

p
earm

an
 r co

efficien
t, an

d
 In

traclass C
o
rrelatio

n
 C

o
efficien

t (IC
C

) in
 

tw
o
 tim

e o
f ad

m
in

istratio
n
 w

ith
 in

teg
ratio

n
 m

eth
o
d
 estim

atio
n
 (n

 =
 1

1
4
). 

 
T

im
e 1

 
T

im
e 2

 
 

 

S
to

p
-S

ig
n
al T

ask
 

M
 

SD
 

M
 

SD
 

t(1
1
3
) 

d 
r 

IC
C

 

In
teg

ratio
n
 M

eth
o
d

 
3
1
2
.8

0
 

8
5
.8

4
 

3
1
4
.5

5
 

8
3
.1

9
9
 

-0
.2

2
 

-.0
4
 

.5
2
*
*
 

.4
9
*
*
 

In
teg

ratio
n
 M

eth
o
d
 1

 
3
3
4
.6

7
 

1
0
4
.8

8
 

3
1
5
.0

4
 

9
1
.5

7
4
 

1
.1

9
 

.2
2
 

.4
4
*
*
 

.3
4
*
*
 

In
teg

ratio
n
 M

eth
o
d
 2

 
3
1
9
.3

0
 

9
2
.3

1
 

3
2
1
.7

5
 

9
6
.1

5
 

-0
.2

5
 

-.0
5
 

.4
4
*
*
 

.3
9
*
*
 

In
teg

ratio
n
 M

eth
o
d
 3

 
3
1
2
.5

4
 

9
5
.4

8
 

3
2
0
.2

4
 

8
8
.0

9
7
 

-0
.7

7
 

-.1
4
 

.3
6
*
*
 

.3
3
*
*
 

In
teg

ratio
n
 M

eth
o
d
 4

 
3
1
1
.2

5
 

9
9
.9

1
 

3
1
9
.4

9
 

9
8
.0

8
5
 

-0
.7

5
 

-.1
4
 

.4
1
*
*
 

.3
0
*
*
 

In
teg

ratio
n
 M

eth
o
d
 5

 
3
1
4
.3

2
 

8
8
.7

6
 

3
2
2
.0

2
 

9
6
.9

4
6
 

-0
.7

9
 

-.1
5
 

.4
7
*
*
 

.3
8
*
*
 

In
teg

ratio
n
 M

eth
o
d
 6

 
3
1
4
.7

5
 

9
3
.1

8
 

3
1
6
.3

9
 

9
7
.4

6
6
 

-0
.1

6
 

-.0
3
 

.4
6
*
*
 

.3
7
*
*
 

N
ote. ** p <

 .01



 

 100 

The descriptive statistics, Spearman r coefficient, and Intraclass Correlation 

Coefficient (ICC) for the Stop-Signal Task’s BEEST method in two time of 

administrations are reported in Table 6.3 and Table 6.4.  

For the same reasons presented for Study 1 (see paragraph 5.4 of this Section) the 

sample for the analysis with BEEST method was reduced to 85 participants (mean age = 

25.69 years, SD = 5.11 years). In this sample 41 participants (48.2%) were male, and 43 

participants (50.6%) were female; one participant (1.2%) refuse to disclose his/her 

gender. Two participants (2.4%) were left-handed. Participants to which BEEST could 

be calculated did not significantly differ on age t(113) = .06, p > .90, d = .01, and on 

gender c2(2) = 2.51, p > .28, Cramer V = .15.  

However, the number of trials for estimating BEEST with trigger failure wasn’t 

enough for all the participants. For this reason, the sample for the estimation of the test-

retest reliability with BEEST with trigger failure was reduced again to 49 participants 

(mean age = 26.41 years, SD = 5.47 years). In this sample 23 participants (46.9%) were 

male, and 25 participants (51.0%) were female; one participant (2.0%) refuse to disclose 

his/her gender. Also in this case, participants with enough trials to assess BEEST with 

trigger failure, did not significantly differ on age t(83) = -1.51, p > .70, d = -.33, and on 

gender c2(2) = 78, p > .65, Cramer V = .10. 
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The descriptive statistics, Cronbach’s α values, Omega (w) values for the Stop-Signal 

Task in the two times of administrations for the mean method and the integration method 

are reported in Table 6.5 and Table 6.6, respectively.  

 

Table 6.5 

The Stop-Signal Task test-retest reliability: Descriptive Statistics, Cronbach’s α values, 

Omega (w) values in two time of administrations with mean method estimation (n = 114). 

 Time 1 Time 2 
Stop-Signal Task M SD M SD 
Mean Method 1 346.88 96.99 335.54 90.29 
Mean Method 2 327.74 93.88 330.63 90.64 

Mean Method 3 327.60 93.36 330.38 86.96 
Mean Method 4 325.45 95.25 324.32 94.69 

Mean Method 5 329.07 90.71 328.82 90.72 
Mean Method 6 327.85 95.97 324.31 87.51 

   

a .96 .96 

w .99 .99 

 

 

Table 6.6 

The Stop-Signal Task test-retest reliability: Descriptive Statistics Cronbach’s α values, 

Omega (w) values in two time of administrations with integration method estimation (n 

= 114). 

 Time 1 Time 2 
Stop-Signal Task M SD M SD 
Integration Method 1 334.67 104.88 315.04 91.574 
Integration Method 2 319.30 92.31 321.75 96.15 

Integration Method 3 312.54 95.48 320.24 88.097 
Integration Method 4 311.25 99.91 319.49 98.085 

Integration Method 5 314.32 88.76 322.02 96.946 
Integration Method 6 314.75 93.18 316.39 97.466 

   

a .95 .95 

w .98 .98 
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6.5 Discussion  
 

As a whole, the results of the present study suggested that test-retest reliability assessed 

with Spearman r coefficient and Intraclass Correlation Coefficient (ICC), yielded modest 

associations between two times of administrations, also with the advanced estimations of 

SSRT (i.e., BEEST methods). However, Cronbach’s alpha and Omega coefficients, 

showed good internal consistency in both times of administrations.  

 

Confirming and extending previous results (e.g., Wöstmann et al, 2013), and in 

contrast to findings from other studies (Kindlon et al, 1995; Soremi et al, 2009), the Stop-

Signal Task was provided with moderate test-retest reliability of SSRT, Spearman r 

coefficient ranging from .30 (BEEST WTF estimation) to .55 (mean method estimation), 

at least in this sample. Moreover, in this analysis it is shown that the mean method is 

shown to be the most stable method in this three-months test-retest paradigm, showing 

that the use of advanced computational models of SSRT estimates does not necessarily 

lead to better results. In my sample, also, the results with BEEST WTF showed even 

lower correlations. However, this may be due to the fact that being a more complex 

analysis, more information is lost during data processing. On the other hands, this result 

can be important, since the use of more complex and longer computational models can be 

difficult for some researchers to assess (e.g., Hedge et al, 2018) and for some participants 

to complete. 

These results also show that there may be variables between the two times of 

administration that are not taken into account during classical temporal stability analyses, 

such as learning effect and individual differences. These results are also consistent with 

the work of Hedge and colleagues (2018), according to which robust cognitive tasks, 

widely used is psychology and neuropsychology, may be influenced by between subject 

variability. However, these controversial aspects are mostly ignored in cognitive and 

neuropsychology (Hedge et al, 2018).  

 

For this reason, in order to evaluate the reliability of the Stop-Signal Task, I estimated 

two different internal consistency coefficients (i.e., Cronbach’s alpha and Omega), since 

considering these types of estimations may yield to different conclusion about the 
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reliability of the Stop-Signal Task. In this study I considered the six blocks of the Stop-

Signal Task as a part of a test and the I assessed the internal consistency in the two time 

of administrations with the SSRT estimations evaluated with the mean method and the 

integration method. The result of this analysis showed that the Stop-Signal Task is highly 

reliable with Cronbach’s alpha of .95 for the integration method and .96 for the mean 

method in both time of administration. Similarly, the Omega coefficients showed 

overlapping results, with w estimations of .98 for the integration methods and .99 for the 

mean method. High internal consistency of the task in a three-month period of 

administrations indicates high homogeneity of the Stop-Signal Task.  

The present results confirmed the assumption of Hedge and colleagues (2018) that 

different types of estimation to assess the reliability of cognitive and neuropsychological 

tasks may be a better way to understand the psychometric proprieties of a task.  
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6.6 Limitations 
 

The results of the present study should be considered in the light of several important 

limitations. First of all, for the purpose of this second study, the sample size was quite 

limited. Although administering neuropsychological tasks requires a great deal of time 

(i.e., more than one hour per participants), and resources (i.e., all participants were 

administered the measures in the laboratory) (e.g., Crawford & Garthwaite, 2002), the 

drop-out of the participants in the two times of administrations was quite elevated. 

Moreover, the use of Bayesian parametric estimation also caused the loss of additional 

participants. Lastly, my sample was more a convenient study group than a sample 

representative of the Italian population. Of course, this can limit the generalizability of 

the findings to other populations (i.e., clinical, or forensic sample).  

As I mentioned before, I relied on an open-source software for administering the stop-

it task (Verbruggen et al, 2019), and relying on different stop-signal paradigms may result 

in different findings. Notwithstanding their limitations, I computed SSRT based on the 

mean method and on the integration methods (Verbruggen et al, 2019), and relying on 

different non-parametric methods for estimating the SSRT may yield different findings. 

However, the results of the present study based on non-parametric and parametric 

estimations yielded very similar results, confirming Band and colleagues’ simulation 

study (2013) that SSRT estimated with the mean method are most reliable when the 

tracking procedure is used.  

Lastly, a test-retest reliability depends heavily on the length of the retest period 

(Kaplan & Saccuzzo, 2017; Polit, 2014). Therefore, it is important to consider that 

underlying processes can change rapidly in a three-month test-retest paradigm, and this 

can explain poor test-retest reliability 
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7. Future Work  

 

Based on the results of the two previous studies, future work should replicate these 

findings in different samples. The possibility of the replication of the results is simplified 

by the use of the free PEBL platform and the open-source software used to administer the 

Stop-Signal Task. It would also be important to replicate the results of this study in 

clinical population, in order to extend the generalizability of the findings and to assess 

the reliability of the task also in different population (e.g., patients with difficulties in 

inhibiting responses).  

In addition, future studies should also consider the possibility to use different 

computerized task measures to assess response inhibition (e.g., different stop-signal 

paradigm). Also, convergent and discriminant validity between the Stop-Signal Task may 

be assessed with other behavioral tasks, as for example attention task. These correlations 

may allow researchers to estimate the presence of difficulties in the sustained attention, 

that can therefore lead to different results also in a task of response inhibition. For 

example, if future studies will rely on the EXG3 model (Matzke et al, 2019), it will be 

interesting to study the relationship with a difficult choices’ tasks (i.e., a Stop-Signal Task 

with almost 700 trials: Skippen et al, 2019) and decision-making task.  

Most importantly, future studies should rely on a different paradigm to assess test-

retest reliability. Based on Hedge and colleagues’ study (2018), between two times of 

administrations there are numerous variables that can influence the performance and are 

not considered in temporal stability paradigm (e.g., individual differences). According to 

these colleagues, subject variability may influence the reliability of neuropsychological 

tasks. Indeed, future researchers should rely on alternative ways to assess the longitudinal 

stability of the disinhibition.  
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8. General Conclusion  

 

As a whole, the results of this Section on the Stop-Signal Task suggested that (a) 

although relying on advanced methods for estimating SSRT may yield meaningful 

associations between neuropsychological task, this does not result in improved reliability 

estimates; (b) adopting computationally-intensive methods for estimating the SSRT (i.e., 

the BEEST methods) did not seem to provide advantages in terms of identifying 

relationships between neuropsychological tasks (i.e., the Stop-it task and the Go/No Go 

Task). Moreover, these studies extended the present literature about the temporal stability. 

Indeed, the second study of this Section showed that test-retest reliability assessed with 

Spearman r coefficient and Intraclass Correlation Coefficient (ICC), yielded modest 

associations between two times of administrations (i.e., r = .55 with the mean method 

estimation), also with the advanced estimations of SSRT (i.e., BEEST methods). Rather, 

the advanced estimations method for SSRT provided similar (i.e., r = .51 with BEEST 

methods) or even lower (i.e., r = .30 with BEEST with trigger failure methods) 

correlations. However, my studies showed that relying on a different approach to assess 

test-retest reliability provided better results. Indeed, relying on Cronbach’s alpha and 

Omega coefficients, to assess the internal stability of the task in two times of 

administrations, provided good internal consistency in both times.  

Thus, the results of this Section suggested that the Stop-Signal Task may be provided 

with good reliability, assessed with the internal consistency coefficient, and convergent 

validity, assessed with self-reports of disinhibition and similar computerized behavioral 

task (i.e., the Go/No-Go Task). Moreover, these results also suggest the importance to 

evaluate the psychometric proprieties of a behavioral task, mostly used with clinical 

application, before the evaluation of more complex and advanced cognitive modelling.  
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SECTION II: IOWA GAMBLING TASK 
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1. Introduction 

 

The Iowa Gambling Task (IGT) was developed by Bechara and colleagues (1994), to 

examine decision making impairment. This task allows researchers to assess participants’ 

sensitivity to rewards and losses and their ability to make decision under uncertainty. 

Moreover, several studies have shown that the IGT measures cognitive impulsivity, such 

as the inability to delay gratification and evaluate the outcome of a planned action (e.g., 

Bechara et al, 2000). In this second Section, several works about the Iowa Gambling Task 

will be presented. Specifically, Chapter 2 presents bibliographic research where risk 

taking, and decision-making theories are described (Chapter 2.1). Then (Chapter 2.2), risk 

taking paradigms used in this project are presented and described in detail (i.e., Balloon 

Analogue Risk Task [Lejuez et al, 2002] and Iowa Gambling Task [Bechara et al, 1994]). 

Chapter 3 focuses on the most used estimations of the IGT, that include the number of 

selections from each deck, the number of advantageous and number of disadvantageous 

selections, and the difference between the disadvantageous choices and the advantageous 

choices (i.e., net score; Buelow & Suhr, 2009). Two different IGT estimations will be 

briefly presented in Chapter 4, namely, the Expectancy-Valence Learning Model 

(Busemeyer & Stout, 2002) and the Prospect Valence Learning Model (Ahn et al, 2008). 

Finally, three studies on the psychometric proprieties of the Iowa Gambling Task will be 

presented: the first study aims at assessing the convergent validity between the IGT and 

self-report measures of risk taking and at testing if one of the different models proposed 

for estimating the IGT would show larger convergent validity with self-reports of 

disinhibition (i.e., the UPPS-P Impulsive Behavior Scale [UPPS-P; Cyders & Smith, 

2007], Impulsive Sensation Seeking [ImpSS; Zuckerman et al, 1991], Barratt 

Impulsiveness Scale-11 [BIS-11; Patton et al, 1995] and Personality Inventory for DSM-

5 [PID-5; Krueger et al, 2012]); moreover this study aims at assessing the convergent 

validity between the IGT and the Balloon Analogue Risk Task (BART). Also in this 

study, IGT scores will be computed using different measurement models to show their 

convergence with lab tasks. The second study aims at assessing the test-retest stability of 

the IGT with a three-months test-retest reliability paradigm. In this study I relied on three 

different approaches to assess the reliability estimations: test-retest reliability (i.e., 

Spearman r coefficient), Intraclass Correlation Coefficient (ICC), and internal 
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consistency estimations. The last study aimed at assessing the possible relationship 

between a decision-making task, as it is operationalized with the Iowa Gambling Task, 

and a impulsivity task, as it is operationalized with the Stop-Signal Task. 

This section will be concluded with future direction (Chapter 8) and a general 

conclusion about the Iowa Gambling Task (Chapter 9).  
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2. Literature Review 

 

 

2.1 Impulsivity 
 

The concept of impulsivity has been considered from several authors a 

multidimensional construct that affect behavior in many life domains, for example, from 

recreational activities to important decision making (for a review, Sharma et al, 2014). In 

fact, our life involves numerous decisions that we have to make every day, but the process 

of the human decision making is not a uniform, easy, or straightforward (Phillips et al, 

2016). For example, a lot of people will consider wrong, risky, or rash, others’ choices. 

Moreover, an individual can make a choice based on an erroneous logic, and, anyway, 

may feel compelled to make that nonoptimal choice.  

As mentioned before in Section I for inhibition, even for the concept of impulsivity 

there are difficulties for a clear definition. In concrete terms, it happened to anyone, to 

have engaged in impulsive behavior, whether it was taking an extra drink on a party, an 

extra purchase on online shops, going on a last-minute trip, or more simply, just stopping 

and chatting to a friend met unexpectedly in the street. Other authors defined impulsivity 

as a series of actions without conscious judgment (Hinslie & Shatzky, 1940), behaviors 

without enough thought (Smith, 1952), etc. The two authors Eysenck and Eysenck (1977), 

originally classified impulsivity in a dimensional system of personality, identifying 

specific subtraits (i.e., risk-takin, lack of planning, and “making up one’s mind quickly”; 

Moeller et al, 2001).  

An interesting work of Hollander and Rosen (2000) describes a continuum between 

compulsive and impulsive behaviors dimensions (see also, Stein et al, 1994; Stein et al, 

1996; Stein, 2000). Thus, behaviors like the previously mentioned can be classified on 

the impulsive end. The representation of this continuum can be describe as shown in 

Figure 2.1, where Obsessive-Compulsive Disorder (OCD) is the opposite polar of the 

Antisocial Personality Disorder (PD). As shown in this figure, other impulsive behaviors 

can be characterized by self-injurious behaviors (SIB), sexual addictions, pyromania, and 

impulsive-personality disorders (e.g., Borderline Personality Disorder [BPD]; Hollander, 

1998).  
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According to a more recent dimensional perspective, Berlin & Hollander (2014) 

described compulsivity and impulsivity from the perspective of the Diagnostic and 

Statistical Manual of Mental Disorders, 5th edition (DSM-5). As described also in Figure 

2.1, the dimensional perspective included different disorders, ranging from obsessive-

compulsive disorder and repetitive self-injurious behaviors (e.g., skin picking, 

trichotillomania), to substance use and behavioral addictions (Starcevic, 2016). 

Impulsivity has been linked to many types of behaviors, whether they are healthy or 

not, with direct impact on daily functioning (Sharma et al, 2014). For example, sensation 

seeking, a facet of many models of impulsivity (e.g., Whiteside & Lynam, 2001), has 

been linked to skydiving (Myrseth et al, 2012) or rock climbing (Llewellyn & Sanchez, 

2008). Moreover, individuals high in impulsivity are likewise non-planful (Ottaviani & 

Vandone, 2011; Whiteside & Lynam, 2001; Youzhi & Jing, 2009). According to Bechara 

(2005), and Whiteside and Lynam (2001) impulsivity, in its high level, can be associated 

with mental health problems. Other activities that are defined as impulsive include bungee 

jumping od skydiving (Whiteside & Lynam, 2001). However, although this type of sports 

requires careful planning, it tends to be classified among other risky, spontaneous, 

unplanned, and potentially dangerous behaviors, if performed without the right attention 

and without thinking to the possible consequences.  

A different explanation of impulsivity can be made by a comparison between 

behavioral and cognitive impulsivity (see also, Bari & Robbins, 2013). These two 

definitions of impulsivity are also called “motor” and “choice” impulsivity, respectively. 

The first one refers to the difficulty to immediately conclusion of an obvious behavior 
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(e.g., acting on impulse). On the other hand, choice, or cognitive impulsivity, represents 

a difficulty to ponder the consequences of specific actions, future events, and delay 

gratification (e.g., pathological gambler).  

But, even if anyone can easily identify examples of impulsive behavior, there is 

considerably more difficulty in defining impulsivity precisely. For this reason, a broad, 

multidimensional construct of impulsivity might better explain research findings. A 

number of definitions of impulsivity and related concepts are listed in Table 2.1. 
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As Evenden (1999) pointed out in his review, there are not one unitary definition for 

“impulsivity” and there are also numerous types of impulsive behavior. It is more accurate 

to say that impulsivity is a term that refers to several related phenomena, which are 

usually classified together as impulsivity; these phenomena lead to different forms of 

impulsive behavior. This view is supported by several psychological studies on human 

personality traits, which show that impulsivity is made up of several factors’ interactions 

coupled with qualitatively different behavior aspects (e.g., Sharma et al, 2014). Some of 

the facets of existent impulsivity models are decision making and risk-taking. In the next 

two paragraphs (Paragraph 2.1.1 and 2.2.2 of this Section) a review of decision-making 

and risk-taking theories will be presented.  

 

 

2.1.1 Decision Making 

 

Several studies showed that impulsivity has been studied in the context of decision-

making (e.g., Kieres et al, 2004; Winstanley et al, 2004). In fact, the capacity to plan 

and/or control its impulsive behavior and responses is the principal characteristic for the 

ability to make a decision. Choosing between options is part of the decision-making 

process. It is possible to make a choice, or a decision, by deliberately calculating of risks 

and benefits (“cold” decision making), by using (at least in part) emotional reactions and 

gut instincts about each option (“hot” decision making; Buelow et al, 2015), or by 

combining these two factors (Buelow et al, 2015). 

A well-known laboratory-based simulated gambling paradigm developed by Bechara 

and colleagues (i.e., The Iowa Gambling Task; 1994) has experienced great interest in its 

use in several fields (Busemeyer & Stout, 2022). In fact, this task has been used to 

experimentally study deficits in decision making exhibited by populations with brain 

damage, psychopathology, antisocial personality, or drug abuse problems (Busemeyer & 

Stout, 2022).  
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2.1.2 Risk-Taking 

 

Impulsive behaviors are also influenced by the presence of some personality traits 

(Eysenck & Eysenck, 1985). Among these being extroverted and risk-oriented are the 

most studied (Chico, 2000; Eysenck & Eysenck, 1985). Also in developmental studies, 

impulsivity was positively correlated to risk-taking in children (Levin & Hart, 2003; 

García et al, 2004).  

Risk-taking has been defined in various different ways, since it can include the 

engagement in a wide behavior that usually individuals defined as “risky”. As mentioned 

by Boyer (2006) risk-taking can be viewed as the voluntary participation in any behavior, 

that can lead to negative consequences (see also Beyth-Marom & Fischhoff, 1997; Beyth-

Marom et al, 1993; Byrnes, 1998; Furby & Beyth-Marom, 1992; Irwin, 1993). Among 

the risk-taking behaviors, there are behaviors that are both illegal and risky for one’s 

health (Magar et al, 2008). For example, frequently risky behaviors could be alcohol and 

tobacco consumption, dangerous driving, unsafe sexual activity, etc. A substantial 

literature identified the emerging and increasing of a large amount of risk-taking behavior 

in adolescence (Arnett, 1992; Arnett, 1999; Donovan & Jessor, 1985; Donovan et al, 

1988; Gottfredson & Hirschi, 1990; Gullone et al, 2000; Jessor, 1991; Laird et al, 2003; 

Moffitt, 1993; Rai et al, 2003).  

Lastly, numerous studies have been carried out to understand why people are more 

inclined to participate in risky behaviors and which are the individual differences in 

personality and risk-taking propensity (Lauriola & Levin, 2001; Nicholson et al, 2005; 

Schwebel et al, 2006). These mentioned studies have found association between risky 

behaviors and high level of extraversion and openness (ibidem).   
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2.2 Decision Making and Risk-Taking Tasks  

 

In order to evaluate decision making and risk taking in laboratory setting, in this 

project two different tasks were used: the Balloon Analogue Risk Task (Lejuez et al, 

2002) and the Iowa Gambling Task (Bechara et al, 1994). These two tasks were 

administered with the Psychology Experiment Building Language platform (PEBL; 

Muller, 2013; Mueller & Piper, 2014; an exhaustive description of the platform is 

presented in Chapter 2.2.1 of Section I).  

 

 

2.2.1 Balloon Analogue Risk Task  

 

The Balloon Analogue Risk Task (BART; Lejuez et al, 2002) was designed to provide 

a context in which researchers could examine actual risky behavior. During this task, the 

reward of participants’ behavior (i.e., by gaining money) measures propensity toward 

risk. The rewarding phase lasts for few trials, after which continued engagement in that 

behavior leads to poorer outcomes (i.e., the loss of the collected money; Lejuez et al, 

2002). 

Throughout the task, the computer screen showed a small, simulated balloon 

accompanied by a balloon pump, which says “Press this button to pump up the balloon”. 

In the first presentation of the different components of the task, participants will see a 

permanent money-earned display labeled “Total Earned”, and a second display listing the 

money earned on the last balloon and labeled “Last Balloon” (Lejuez et al, 2002), as 

shown in Figure 2.2.  
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Figure 2.2. Presentation screen of the BART. 

 

After the first pump on the balloon, a reset button labeled “Press to Collect $$$” will 

appear, to allow participants to collect the money earnt with the present balloon (see 

Figure 2.3).  

 

 

Figure 2.3. Complete presentation screen of the BART with all the buttons. 

 

With each pump (i.e., click on the button), 5 digital cents were accumulated in a 

temporary reserve. Participants do not see the amount of money in the temporary reserve. 

At any point during each balloon trial, the participant could stop pumping the balloon and 

click the “Collect $$$” button. By clicking this button, the task transfers all the money 

from the temporary reserve to the permanent reserve (i.e., “Total Earned”). This new 

reserve will increase cent by cent with each pump.  
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When a balloon explodes, all money in the temporary reserve is lost, and the next 

uninflated balloon appears on the screen. The participant’s exposure to a balloon end, 

after each balloon explosion or money collection, and a new balloon appears until the 

total of balloons (i.e., trials) has been completed.  

PEBL software allows researchers to choose between two different versions of the 

task: 30 trials or 90 trials. Both versions comprised 3 different balloon types (i.e., orange, 

yellow, and blue). Each balloon color had a different probability of exploding (Lejuez et 

al, 2002). Specifically, the balloon that burst most easily are the orange ones. Participants 

receive no detailed information about the probability of an explosion, and they are not 

informed that different balloon colors had different probabilities of exploding (Lejuez et 

al, 2002). Instructions presented at the beginning of the administration, only say that at 

some point each balloon would explode, and this can happen at the first pump or when 

the balloon had expanded to fill the entire computer screen (Lejuez et al, 2002). As the 

blue balloon allowed the widest range of possible number of pumps (see for example, 

Figure 2.4), the number of pumps on this balloon can be considered as a primary 

dependent measure (Lejuez et al, 2002), since they can capture the greatest amount of 

individual variability and risk-taking behaviors. 

 

 

Figure 2.4. A possible number of pumps with the blue balloon. 
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Riskier performance on this task has been shown in individuals endorsing substance 

abuse and general risk-taking behaviors (e.g., Aklin et al, 2005; Fernie et al, 2010; Hopko 

et al, 2006; Lejuez et al, 2002; Lejuez et al, 2003a; Lejuez et al, 2003b), indicating the 

measure’s ecological validity. The BART has shown to correlate strongly with self-

reports of behavioral risk-taking and also to distinguish between smokers and non-

smokers (Lejuez et al, 2002; Lejuez et al, 2003a).  

 

 

2.2.2 Iowa Gambling Task   

 

As previously mentioned in paragraph 2.1.1 (of the present Section), the Iowa 

Gambling Task (IGT) has been commonly used to assess decision making. The Figure 

below show the wide fields where the Iowa Gambling Task is used.  

 

 

Figure 2.5. The number of stop-signal publications per area 
Source: Web of Science, 14/09/2022. Search term: “topic = Iowa gambling task”. 

 

The Iowa Gambling Task (IGT; Bechara et al, 1994) was designed as a clinical 

assessment instrument to measure deficits in decision making among clinical populations; 

particularly, this task assess the notion of outcome impulsivity (see paragraph 2.1 of the 

present Section; Buelow & Suhr, 2009). Designed to mimic the decision made in real life, 

this type of behavioral task is useful at assessing participants’ ability to make decision 

under uncertain condition and their sensitivity to potential gains and losses in the 

environment.   
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The Iowa Gambling Task is a decision-making task in which participants are asked to 

organize a sequence of actions towards a goal (i.e., maximizing the starting amount of 

money) and inhibit response sequences (i.e., by selecting card from advantageous decks) 

to achieve the initial goal to maximize the amount of money.  

Executive Function can be defined in a variety of ways; however, one widely accepted 

definition refers to organizing a sequence of actions toward a goal. Another different 

definition refers to activating and inhibiting response sequences guided by internal neural 

representations. Thus, the IGT is a good measure of executive functions. Furthermore, 

this task is widely used in neuroscience to measure impairment in decision-making. 

Bechara and colleagues (2000) suggested that the Iowa Gambling Task measures 

cognitive impulsivity, such as the inability to delay gratification and evaluate the outcome 

of a planned action (see paragraph 2.1 of the present Section). A consensus regarding 

what type of decision-making is assessed with the IGT has not yet been reached, limiting 

its clinical utility. Moreover, decisions made during this type of task are based on an 

interplay of several basic processes (e.g., cognitive and/or motivational processes; 

Busemeyer & Stout, 2002). Thus, behavioral deficits cannot be attributed to any specific 

process (e.g., choice mechanisms), since these decisions are the result of complex 

cognitive-motivational interactions (Moutoussis et al, 2021). For this reason, existent 

literature should continue to grow, to increase the knowledge on this task.  

 

The Iowa Gambling Task involves four decks of cards: A, B, C and D (Figure 2.6). 

 

Figure 2.6. Presentation of the four decks in the Iowa Gambling Task 
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Using the mouse, subjects must choose one card at a time from one of the four decks. 

The selection of a card in two decks (i.e., A and B), is accompanied by a high gain of play 

money (Figure 2.7 - Upper part), but at unpredictable points it is accompanied by a high 

penalty (Figure 2.7 - Down part). 

 

      

      

Figure 2.7. Gains and losses for the Deck A and Deck B 
Upper part: the selection of these two decks is followed by a high gain of money 
Down part: the selection of these two decks is also followed by a high penalty 

 

For the other two decks (i.e., C and D), the immediate gain is smaller (Figure 2.8 - 

Upper part), but the future loss is also smaller (Figure 2.8 - Down part).  
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Figure 2.8. Gains and losses for the Deck C and Deck D 
Upper part: the selection of these two decks is followed by a small gain of money 
Down part: the selection of these two decks is also followed by a small penalty 

 

The goal of the IGT, is to maximize their long-term returns. Successful completion of 

the IGT requires participants to learn that two of the decks will be disadvantageous in the 

long term (i.e., A and B; high immediate returns but long-term losses) while the remaining 

two decks will be advantageous (i.e., C and D; low immediate win amounts but long-term 

gains). As shown in Figure 2.9, at the end of the task, participants received feedback for 

their performance in the task.  

 

 

Figure 2.9. Conclusive feedback of the IGT 
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As shown in Table 2.2 the gain-loss frequency is balanced, with 14 gains and 6 losses 

between the bad (A and B) and the good decks (C and D) in the first ten trials. This Figure 

represents only the first 40 trials, that will be repeated until the maximum number of trials 

for the task (i.e., 100 trials). In this project I relied on a 100 trials version of the Iowa 

Gambling Task, with five consecutive blocks of 20 trials each.  

 

Table 2.2. Gain-loss frequency for the first 40 trials on the IGT 

Trials Deck A Deck B Deck C Deck D 
1 100 100 50 50 
2 100 100 50 50 
3 100, -150 100 50, -50 50 
4 100 100 50 50 
5 100, -300 100 50, -50 50 
6 100 100 50 50 
7 100, -300 100 50, -50 50 
8 100 100 50 50 
9 100, -250 100, -1250 50, -50 50 
10 100, -350 100 50, -50 50, -300 
11 100 100 50 50 
12 100, -350 100 50, -25 50 
13 100 100 50, -75 50 
14 100, -250 100, -1250 50 50 
15 100, -200 100 50 50 
16 100 100 50 50 
17 100, -300 100 50, -25 50 
18 100, -150 100 50, -75 50 
19 100 100 50 50 
20 100 100 50, -50 50, -250 
21 100 100, -1250 50 50 
22 100, -300 100 50 50 
23 100 100 50 50 
24 100, -350 100 50, -50 50 
25 100 100 50, -25 50 
26 100, -200 100 50, -50 50 
27 100, -250 100 50 50 
28 100, -150 100 50 50 
29 100 100 50, -75 50, -250 
30 100 100 50, -50 50 
31 100, -350 100 50 50 
32 100, -200 100, -1250 50 50 
33 100, -250 100 50 50 
34 100 100 50, -25 50 
35 100 100 50, -25 50, -250 
36 100 100 50 50 
37 100, -150 100 50, -75 50 
38 100, -300 100 50 50 
39 100 100 50, -50 50 
40 100 100 50, -75 50 
Total (100 trials) -2500 -2500 +2500 +2500 

Note. Bold numbers represent the losses. 
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Subjects with non-risky behavior, avoid the decks with high an immediate gain, which 

differs from clinical populations, such as pathological gambler, obsessive–compulsive 

patients, and people with psychopathic tendencies, or schizophrenia (de Visser et al, 

2011). For this reason, in the context of the Iowa Gambling Task, outcome impulsivity is 

defined as the tendencies to focus more on overall outcomes, rather than winning and 

losing frequencies (Buelow & Suhr, 2009).  

 

Three assumptions about healthy participants’ performance on the IGT are based on 

Steingroever and colleagues’ study (2013).  

1. According to the first assumption, healthy participants learn to prefer the good 

options over the bad ones, since they understand that these decks produce positive 

long-term effects, despite rather small immediate rewards (Bechara et al, 1994).  

2. The second assumption stated that a healthy participant’s choice performance is 

implied to be homogeneous (Steingroever et al, 2013).  

3. The last assumption, it is explicitly assumed that healthy participants explore 

different options (i.e., explorative phase), before settling down the most profitable 

ones (i.e., exploitation phase) (Steingroever et al, 2013).  

 

Figure 2.10 shows deck selection of participant LL627 (female, 25 years old): in this 

figure is evident the preference of the subject for the good decks (more specifically for 

Deck C) over the bad ones. The preference was settled down after exploring all the 

options, showing, afterwards, a homogeneous choice for Deck C.  

 

Figure 2.10. Decks selection over the administration on the Iowa Gambling Task, supporting the 
three assumptions.  
Note. For a better presentation of the data, the axis shows trials with interval of two.  

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 65 67 69 71 73 75 77 79 81 83 85 87 89 91 93 95 97 99

PARTICIPANT LL627
D 

 
C 

 
B 

 
A 
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To support their assumptions about the characteristic choice behavior of healthy 

participants across trials, Bechara and colleagues (1994) presented deck selection profiles 

of two typical control participants. These profiles illustrate that these control participants 

“initially sampled all decks..., but eventually switched to more and more selections from 

the good Decks C and D, with only occasional returns to decks A and B” (Bechara et al, 

1994; p. 12; in Steingroever et al, 2013).  

Nevertheless, the results of Steingroever and colleagues’ study (2013) showed that all 

three assumptions may not be true. For instance, they demonstrated that healthy 

participants tend to prefer decks with few losses (first assumption; Figure 2.11a); healthy 

participants exhibit idiosyncratic choice behaviors (second assumption; Figure 2.11b); 

and there is no systematic decrease in the number of switches across trials in healthy 

participants (third assumption: Figure 2.11c).  
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(a) 

 

(b) 

 

(c) 

 

Figure 2.11. Decks selection of three participants over the administration on the Iowa Gambling 
Task, that invalid Bechara and colleagues’ assumption (1994).  

 

 

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 10
0

PARTICIPANT LB017; female, 29 years 

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 10
0

PARTICIPANT AE515; female, 38 years

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 10
0

PARTICIPANT MM520; male, 26 years
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In the field of clinical research, multiple, independent studies showed an association 

between IGT scores, and substance use relapse (De Wilde et al, 2013a; De Wilde et al, 

2013; Goudriaan et al, 2011; Kasar et al, 2010; Nejtek et al, 2013; Passetti et al, 2008; 

Radat et al, 2013; Salgado et al, 2009; Wang et al, 2013). Moreover, the results of Kjome 

and colleagues’ study (2010) showed that patients with cocaine addiction made more 

disadvantageous choice on the IGT than controls. In several control studies with 

schizophrenic participants (e.g., Kester et al, 2006; Shurman et al, 2005), patients’ 

performance was worse than control for IGT net score (see also Beninger et al, 2003; 

Ritter et al, 2004). However, other studies did not find any differences between patients 

and normal controls on IGT performance (e.g., Cavallaro et al, 2003; Evans et al, 2005).  

IGT performance can be identified in two simple, and standard ways: (1) by examining 

the overall net return after a specified number of trials, or (2) by comparing the frequency 

of choices between advantageous and disadvantageous decks in blocks throughout the 

administration of the task (Brown et al, 2012; Lamers et al, 2006; Poletti et al, 2011; Stout 

et al, 2004).  

However, other studies have demonstrated that these standard measures have 

questionable validity (e.g., Buelow & Suhr, 2009; Lin et al, 2013; Steingroever et al, 

2013). More pertinently, these mentioned studies importantly noted that both net return 

and frequency of deck choice are composite of multiple decision-making processes, 

making it difficult to claim that poor performance is a result of impulsive behavior alone. 

For instance, a participant with lack in attention span may be disadvantaged on the IGT, 

since, in order to make the best choices in the future, it has to remember multiple 

outcomes over time. 

In the next Chapter (Chapter 3 of this Section) several methods to estimate 

performance on IGT will be presented, with their strengths and weaknesses.  
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3. Frequentist estimations of IGT 

 

According to different studies of Bechara and colleagues (Bechara et al, 1994; Bechara 

et al, 1997), participants who face are sensitive to the long-term consequences. As 

demonstrated in their work (Bechara et al, 1994), the gradual shift from A and B to C and 

D decks, produces long-term benefits for decision makers.  

In this Chapter the most popular estimation methods of the Iowa Gambling Task are 

discussed, with their respective limits. These methods focus exclusively on obtaining 

summary and frequentist measures of the number of selections from the decks. The 

methods described in this paragraph are: (a) the number of selections from each deck, (b) 

the number of advantageous (C + D) and number of disadvantageous (A + B) selections 

separately, that allows researchers to analyze the difference between long-term losses 

(i.e., disadvantageous decks A + B) compared with long-term gains (i.e., advantageous 

decks C + D), and (c) the net score across all the trials.  

For a better description and representation of the methods, I will present the data of 

some participants of the present project.  
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3.1 Number of selections from each deck 

 

The first estimation method of the Iowa Gambling Task is the number of selections 

from each deck. As discussed before (see paragraph 2.2.2 of the present Section), 

community dwelling participants usually prefer the advantageous decks (i.e., C and D) 

over the disadvantageous ones. As shown in the Figure 3.1, this participant (SP718, 

female, 24 years old) have understood the difference between the four decks and preferred 

the advantageous one. In this case, the estimations for the subject are easily deduced from 

the output provided by PEBL platform and are A = 7; B = 18; C = 25; D = 50.  

 

 

Figure 3.1. Number of selections from each deck, participants SP718 

 

The overall preference for the good options and the exploration of the participant 

before choosing the two advantageous desks is better visualized in Figure 3.2. This Figure 

represents the five blocks of the administration of the task, with 20 trials each. Participant 

SP718 used the firsts 40 trials to explore the four decks (Figure 3.2a and Figure 3.2b). 

From the 41st trial, instead, participant has understood the difference between 

advantageous and disadvantageous decks (Figure 3.2c). Finally, in block 4 and 5 (Figure 

3.2d and Figure 3.2e, respectively), this participant has begun to avoid the selection of 

the bad decks.  
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However, in the previous paragraph (i.e., Paragraph 2.2.2 of the present Section) it was 

suggested that Bechara’s assumptions are not always correct (Steingroever et al, 2013), 

and participants’ preferences within the advantageous and disadvantageous decks on the 

IGT are not always uniform.  

In fact, also in the participants of this project, and as shown in Figure 3.3, participant 

MG721 (female, 40 years old) showed a preference for the two decks with infrequent 

losses (decks B and D) regardless of the long-term value of selecting from these decks. 

This conclusion is also supported by Steingroever and colleagues’ findings (2013), that 

(a) 

(f) 

 

Block 1: A = 3; B = 4; C = 6; D = 7. 

Block 2: A = 2; B = 8; C = 4; D = 6. 

Block 3: A = 2; B = 2; C = 6; D = 10. 

Block 4: A = 0; B = 4; C = 5; D =11. 

Block 5: A = 0; B = 0; C = 4; D = 16. 
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reviewed 17 studies and, out of these 17 studies, 13 preferred Deck B (e.g., Fridberg et 

al, 2010; Rodríguez-Sánchez et al, 2005). In this case, the frequencies were the opposite 

as previous participant: A = 8; B = 44; C = 7; D = 41.  

 

 

Figure 3.3. Number of selections from each deck, participants MG721 
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3.2 Number of advantageous and number of disadvantageous selections 
 

A different way to estimate the selections of the deck is to consider the number of 

advantageous decks (C + D) and the number of disadvantageous decks (A + B) separately. 

This comparison allows researchers to understand if participants has understood the 

difference between advantageous and disadvantageous decks.  

In the following Figure, this participant (AA517, male, 34 years old) preferred the two 

decks that allow him to maximize the long-term gains (A + B = 15; C+ D = 85) over the 

others two decks. A different way to mention these pairs of decks is consider the 

advantageous decks as the long-term gains, and the disadvantageous decks as the long-

term losses. In this case, participant AA517 preferred and maximize long-term gains.  

 

 

Figure 3.4. Number of selections from good and bad decks, participants AA517 

 

However, when considering the number of selections for advantageous and 

disadvantageous decks, more specific information about the choices that participants has 

made throughout the 100 trials, can be lost. As Steingroever and colleagues (2013) has 

shown, this type of estimation can hide the frequency of gains and losses throughout the 

administration, which can give specific information on the participant’s behavior.  

 

  

A + B 

C + D 
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3.3 Subtracting disadvantageous from advantageous selection  
 

The third estimation method is the standard measure of performance on the IGT and 

allows researchers to estimate the net score of the Iowa Gambling Task. Specifically, net 

score is calculated by subtracting the number of cards selected from decks A and B (i.e., 

the disadvantageous decks) from the number selected from the advantageous decks (i.e., 

C and D), resulting [(C + D) - (A + B)]. If the net score is positive, participants preferred 

the advantageous decks, whereas a negative net scores indicate a preference for the 

disadvantageous ones.  

To describe this estimation, participant’s result will be presented. Participant AG715 

(male, 47 years old) showed a preference of 33 choices for the disadvantageous decks, 

and 67 choices for the advantageous decks. So, in this case the net score is + 34.00, 

showing a clear preference for the advantageous decks.  

Additionally, net score can be calculated across the five blocks of twenty trials for each 

participant. This allows researchers to understand if there has been a learning rate and to 

calculate it, by looking at the change in participants’ net scores across blocks. For the 

example presented, participant AG715 showed an increasing in the net score between the 

five blocks, as shown in Figure 3.5, starting from a negative net score (- 6.00), up to a 

positive net score (+ 20.00). This example showed that participants can differentiate the 

good decks from the bad decks, to maximize the gains, after exploring the different 

options.  

 

Figure 3.5. Net score across five blocks, participants AG715 
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However, this assumption is not applicable for all the participants, as shown for 

participant TR724 (male, 41 years old) in Figure 3.6.  

	

 

Figure 3.6. Net score across five blocks, participants TR724 

 

Though, a limitation concerns the fact that if researchers consider the mean net score 

in the entire sample, results are different. As shown in Figure 3.7, although the presence 

of opposite scores (i.e., participant AG715 and TR724), the overall trend of net scores 

improves during the administrations.  
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3.4 Conclusion 

 

Participants’ performance cannot be analyzed only on the basis of the mean number of 

cards selected in each session. The consequences of these types of estimations can be the 

loss of lots of information about participants performance. As mentioned before, also 

MacPherson and colleagues (2002) and Wilder and colleagues (1998), for example, 

sowed that more cards were selected from decks B and D in their analysis. However, as 

shown from the participants of this project performance can vary between participants.  

Thus, in a session, the number of cards selected from any individual deck is not 

indicative of the success of the session. For this reason, there are a lot of studies (e.g., 

Busemeyer & Stout, 2002; Moutoussis et al, 2021) that stated that there is the possibility 

that decisions made during the Iowa Gambling Task may be influenced by complex 

cognitive-motivational interactions, which make it difficult to identify the specific 

processes responsible for the observed behavioral deficits.  

Therefore, to investigate psychological processes that may be underlie participants 

performance, researchers (e.g., Ahn et al, 2008; Busemeyer & Stout, 2002; Busemeyer et 

al, 2003; Steingroever et al, 2018; Yechiam et al, 2008) prefer using Reinforcement-

Rearning (RL) models, that assumes that card selection on the IGT results from an 

interaction between psychological processes including motivation, memory, and response 

consistency (Steingroever et al, 2017).  

In the next paragraphs (i.e., Paragraph 4, 4.1, and 4.2 of this Section) the most 

frequently used models will be briefly discussed.  
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4. Reinforcement-Learning Models of IGT 
 

As I already anticipated in the previous paragraphs, poor performance on the Iowa 

Gambling Task has been attributed to a failure to anticipate the long-term negative 

consequences of disadvantageous choices. Using only mean number of cards selected 

cannot identify the specific processes responsible for the observed behavioral deficits 

caused by IGT decisions, which are the result of complex cognitive-motivational 

interactions (see Paragraph 3.4 of this Section; Busemeyer & Stout, 2002; Moutoussis et 

al, 2021). To identify and measure the underlying psychological processes driving 

observed performance in complex tasks, Reinforcement-Learning (RL) models provide a 

promising additional analysis approach (Steingreover et al, 2013a; Steingreover et al, 

2018). By using these models, it is possible to gain a deeper understanding of behaviors 

resulting from a combination of different cognitive and motivational processes. 

Two of the most frequently used models include the Expectancy Valence model (EV; 

Busemeyer & Stout, 2002), and the Prospect Valence Learning model (PVL; Ahn et al, 

2008). The most important aspect of these models is that psychological processes such as 

motivation, learning/memory, and response consistency are reflected in these models 

(Busemeyer et al, 2003; Steingroever et al, 2013a).  

A wide range of methods have been used to test and compare RL models for the IGT, 

focusing on different aspects (for a review see Steingroever et al, 2013a). In addition, 

several studies have carefully investigated the ability of these models to recover the data-

generating parameters (Ahn et al, 2011; Ahn et al, 2014; Steingroever et al, 2013b; 

Wetzels et al, 2010).  

In this paragraph, the most popular RL models for the IGT will be discussed: EV and 

PVL (Steingroever et al, 2013a).  

The idea underlying these cognitive models is that participants evaluate the rewards 

and the losses by considering the chosen card, through the application of a utility function 

after each choice (Steingroever et al, 2013a). The result of this function is used to update 

expectancies about the following decks. Thus, on every trial, participants adjust their 

expectations of the decks based on the new experience.  
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In the next two paragraphs, the Expectancy Valence model (EV; Paragraph 4.1 of this 

Section) and the Prospect Valence Learning model (PVL; Paragraph 4.2 of this Section) 

will be deeply presented, describing the specific parameters of each model. 
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4.1 Expectancy-Valence Learning Model  
 

The Iowa Gambling Task was developed to assess the interplay between cognitive and 

motivational processes (Busemeyer & Stout, 2002). Based on the IGT theory (Bechara et 

al, 1994), poor performance on this task indicates a difficulty to differentiate 

advantageous and disadvantageous choices and a failure to anticipate the long-term 

consequences. When researchers tried to understand the exact causes of the decisions 

made during this task, however, problems arise, because identifying the specific processes 

underlying participants’ behavior based only on frequentist estimations (see Paragraph 3 

of this Section) it becomes difficult. For this reason, cognitive models provide a 

theoretical basis at identifying and measuring the underlying processes that occurs during 

this type of task.  

For a better comprehension of the description of the model, a list of the definitions and 

notations is presented in Table 4.1.  
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The Cognitive Decision Model most widely used is the Expectancy-Valence Learning 

Model (Busemeyer & Stout, 2002). This model integrates learning and decision-making 

processes into a unified model (Busemeyer & Myung, 1992; Erev & Roth, 1998). After 

choosing a card from deck D on trial t, participants calculate a mean of the experienced 

rewards and losses. This process can be described as a utility of a specific deck D in trial 

t, uD(t). Consequently, according to this, participants combine the gains and the losses 

they experience on each trial of the task into an affective reaction called valence. By using 

an adaptive learning mechanism, expectancies about the valence produced by each deck 

are learned by the decision maker. These expectancies then are used as inputs to a 

probabilistic choice mechanism that selects the deck for each trial (Busemeyer & Stout, 

2002).  

Thus, Busemeyer and Stout (2002) identified three parameters to formalize the 

assumptions about Expectancy-Valence Learning Model to describe participants’ 

performance on the IGT. For additional details about these three parameters see 

https://osf.io/tudmw/ (Gialdi, 2022). 

 

1. Valences (v). As previously mentioned the gains and losses experienced after a 

selection of a deck produce the affective reaction called valence, v(t), represented 

by the following Equation:  

 

v(t) = {(1 − '	 ∙ ![+(,) + '	 ∙ 	/[+(,)]}     (1) 

 

The parameter w represents the importance that participants assign to losses and to 

rewards, and it is named attention weight parameter (Steingroever et al, 2013a). 

This parameter, ranging from 0 to 1, allows participants to give different amounts 

of attention to gains and losses (Steingroever et al, 2013a; Worthy et al, 2012).  

 

2. Expectancy learning (E). The decision maker, during the administration, create 

expectancies about the valences that are produced after each deck selection, Ev[D|t] 

(Busemeyer & Stout, 2002), as described by the following Equation 
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Ev[D|t] = (1 – a) ∙ Ev[D|t + 1] + a ∙ v(t)      (2) 

 

This model produces expectancies based on past valences, and the weight given to 

each past valence decreases as a function of the experience (Busemeyer & Stout, 

2002). Passed experienced valences received less weight than recently experienced 

valences (Steingroever et al, 2013a). In this equation [Equation (2)], the parameter 

a represents the updating rate. As the previous one, also this parameter range is 

between 0 and 1, and quantifies the memory for rewards and losses (Steingroever 

et al, 2013a).  

 

3. Probabilistic choice (Pr). Combining these parameters, the participants’ choice 

made on each trial is a probabilistic function of the expectancies of each deck 

(Steingroever et al, 2013a): 

 

Pr[+|,	 + 	1] = 	 6
!"[$|&]((&)

∑6!"[$|&]((&) 					(3) 

 

Based on this function, Steingroever and colleagues (2013) stated that the 

probability of choosing deck D is an increasing function of the expectancy for that 

deck and a decreasing function of the expectancies for the other decks (Steingroever 

et al, 2013a). The parameter q(t) in Equation (3) is called the sensitivity parameter, 

and it determines the sensitivity of the choice probabilities to the expectancies 

(Busemeyer & Stout, 2002). The decision maker’s sensitivity should change with 

the experience of each deck. For healthy individuals, for example, the sensitivity 

may initially start out at a low value, since choices are almost random while 

exploring the different options. During the administration, sensitivity should 

increase, based on past experience, and choices should be influenced by 

expectancies (Busemeyer & Stout, 2002). These changes can be explained by the 

following function:  
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To understand the changes of the participants, parameter c can have positive or 

negative values. If c is positive, there is an increase in the sensitivity and choices 

are less random and determined by the expectancy (Steingroever et al, 2013b; 

Steingroever et al, 2016; Worthy et al, 2012); on the contrary, negative values of c 

indicate random choices, maybe due to boredom or fatigue during the task 

(Steingroever et al, 2013b; Steingroever et al, 2016; Worthy et al, 2012). 

 

In sum, the Expectancy–Valence model has three parameters: (a) the attention weight, 

w, that indicates the weight of rewards and losses over the administration; (b) the updating 

rate parameter, a, that represents the memory for past expectancies; and (c) the response 

consistency parameter c, that indicates the changes in the sensitivity over the performance 

and determines the balance between random and deterministic choices (Steingroever et 

al, 2013b; Steingroever et al, 2016; Worthy et al, 2012). 
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4.2 Prospect Valence Learning Model  
 

A second model that allows researchers to estimate the possible underlying processes 

in the performance of the Iowa Gambling Task, is the Prospect Valence Learning Model 

(Steingroever et al, 2013a). This model can provide an even better fit to IGT data than 

Expectancy Valence Model, but it is less used. The difference between the Expectancy 

Valence model and the Prospect Valence Learning model is about the computing of the 

expectancies. Indeed, this model also assumes that participants maintain an expectancy 

for each deck (Worthy et al, 2012). Another difference is that the PVL model uses four 

parameters to formalize its assumptions about participants’, instead of three (Steingroever 

et al, 2013a). This model assumes that decision makers process the outcome only after 

choosing a card from deck D on trial t (Steingroever et al, 2016). Differing from the linear 

utility function of the EV model, the PVL model uses a non-linear utility function from 

prospect theory (i.e., the Prospect Utility function; Tversky & Kahneman, 1992).  

 

The utility, uD(t), on trial t, of each net outcome, is:  

 

 D(t)f  if D(t) ³ 0 

uD(t) =                                                     (5) 

 –l | D(t)|f if D(t) < 0 

 

The Prospect Utility function contains two different parameters: the shape parameter 

f, ranging from 0 to 1, and that determines the shape of the utility function, and the loss 

aversion parameter l, that determines the sensitivity of losses and gains (Worthy et al, 

2012; Worthy et al, 2013). The loss aversion parameter l, ranging from 0 to 5, indicates 

the impact of the losses and gains to the utility uD. For an extended description of the 

parameter see https://osf.io/tudmw/ (Gialdi, 2022). 

Moreover, the PVL model assumes that, on every trial t, participants update the 

expected utilities of every deck according to the Decay learning rule (Steingroever et al, 

2013a). According to this rule, the expectancies of all decks may decay or be discounted, 

over time, depending on the recency parameter a, creating a new utility function:  
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Ev(t + 1) = a ∙ Ev(t) + dD (t) ∙ v(t)      (6) 

 

The variable dD represents the learning rule, and it ensures that the new utility of the 

chosen deck D is added to the expectancy of that deck (Steingroever et al, 2013b; 

Steingroever et al, 2016).  

The PVL model also assumes a sensitivity parameter θ, which depends on the response 

consistency c, based on the following equation: 

 

q = 3c  - 1     (7) 

 

As described in the EV model, small values of c indicate a random choice pattern, 

whereas large values of c cause a deterministic choice pattern (Steingroever et al, 2013b; 

Steingroever et al, 2016; Worthy et al, 2012).  

 

In sum, based on Steingroever and colleagues study (2016) the PVL model has four 

parameters: (a) the shape parameter f, which determines the shape of the utility function; 

(b) the loss aversion parameter l, which represent the weight of net losses and gains; (c) 

the recency parameter a, which determines the memory for past expectancies; and (d) the 

response consistency parameter c, which determines the balance between random and 

deterministic choice patterns (Steingroever et al, 2016; Worthy et al, 2012).  
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4.3 Conclusion  
 

Existent literature showed that the search for a best IGT model is far from a definitive 

end (for a review see Steingroever et al, 2013b). Previous studies (see for example 

Steingroever et al, 2013b) have failed to find advantage for the EV model or the PVL 

model. These authors demonstrated that either of them should be accepted as the default 

model for the IGT data. Also, in the study of Steingroever and colleagues (2013b) the EV 

model provided poor fitting data to choices indicating a preference for infrequent losses 

decks, while the PVL model provided poor fitting data to choices with a preference for 

the bad decks.  

A possible explanation for the inconstancy results of the previous studies, might be 

that they considered data with different choice patterns (Steingroever et al, 2013b). In 

fact, participants in Ahn and colleagues’ study (2008) showed a preference for the 

advantageous decks (i.e., deck C and D), whereas participants in Fridberg and colleagues’ 

study (2010) and Yechiam and Busemeyer’s study (2005) indicated a preference for deck 

with infrequent losses (i.e., deck B and D). For this reason, the conclusion in these studies 

might appears so different. Moreover, it also appears clear that different models estimate 

more accurately specific choice patterns than others. For instance, the EV model seems 

to fail at predicting preferences for deck B (Yechiam & Busemeyer, 2005) and to over-

predict the proportions of selections from deck A and C (i.e., the high-frequent losses 

decks; Fridberg et al, 2010).  

Thus, the present literature indicates the need for a deeper knowledge of decision 

making, as it is defined by these two cognitive models (i.e., Expectancy Valence model 

and Prospect Valence Learning model).  

 

Unfortunately for this project, neither the EV model nor the PVL model has been 

evaluated. This limitation therefore did not allow me to evaluate the associations between 

the various measures that have been administered (i.e., self-reports and other behavioral 

computerized tasks) and these cognitive models. Moreover, it was not possible to assess 

the presence of underlying cognitive processes in this sample of community dwelling 

participants.  

  



 

 145 

5. Study 1 

 

The first study of this Section aimed at assessing convergent validity correlations 

between the Iowa Gambling Task and the computerized version of the Balloon Analogue 

Risk Task. Existent research showed controversial results when comparing these two 

behavioral tasks; for example, Aklin and colleagues (2005) and Lejuez and colleagues 

(2003) found no relationship between these two tasks, and, on the contrary Skeel and 

colleagues (2007) found significant relationships between the IGT and BART. A critical 

aspect of the IGT is about the way participants made decision across trials. For instance, 

when created the task, Bechara and colleagues (1994) proposed the hypothesis of the 

somatic marker: emotions and feeling at conscious or unconscious level, may influence 

the decision across the administration (Bechara 2005; Bechara et al, 1997). However, 

cognitive components (Dunn et al, 2006) and implicit knowledge (Brand et al, 2007; 

Guillaume et al, 2009; Maia & McClelland, 2004; Persaud et al, 2007) also play an 

important role, during decision under ambiguity. At present, the IGT manual refers to the 

task as assessing risky decision making (Bechara, 2008). 

In contrast, during the Balloon Analogue Risk Task, that has been indicated with 

measures’ ecological validity (e.g., Aklin et al, 2005; Fernie et al, 2010; Hopko et al, 

2006; Lejuez et al, 2003), participants can express their propensity to risk from the first 

balloon, whereas during the IGT participants first have to learn the differences between 

the Decks. Consequently, these two tasks seem to have similar goal (i.e., maximize the 

amount of money, by learning the difference between “good” balloon as well as “good” 

deck), but the way they are operationalized is different. This difference between tasks can 

be the explanation of difficulties in experimental research to find an association between 

the IGT and the BART (see also Bishara et al, 2009).  

In addition, this first study aimed also at assessing correlations between the IGT and 

the impulsivity traits, as they were operationalized in the Barratt Impulsiveness Scale - 

11, UPPS-P, ImpSS, and Disinhibition facet of the Personality Inventory for DSM-5 

(PID-5). As described in the previous Section for the Stop-Signal Task (see Study 1 of 

the Section I), it is important for clinical research to assess the correlations between two 

types of measurement of the same construct (for a review, Sharma et al, 2014).  
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5.1 Aim 
 

Starting from these considerations, this first study aimed at evaluating the convergent 

validity correlations between the Iowa Gambling Task (IGT) and Balloon Analogue Risk 

Task (BART). The Iowa Gambling Task net score was evaluated for the total number of 

selections and for each block separately, by subtracting the number of cards selected from 

decks A and B from the number selected from cards selected from decks C and D. Based 

on previous findings (e.g., Lejuez et al, 2003), I expected no correlations between the 

BART and the IGT performance. Other studies (e.g., Upton et al, 2011) showed that 

disadvantageous choices in the IGT may be correlated with the BART performance, only 

on the later trials. These authors have differentiated trials in the IGT in early and later 

trials, highlighting that participants developed the explicit understanding of the IGT 

disadvantageous decks, through the administration.  

Secondly, this study aimed at testing the correlations between the Iowa Gambling Task 

and different self-reports of impulsivity (i.e., BIS-11, UPPS-P, ImpSS, and PID-5). Based 

on modest literature, there is a poor overlap between self-report and measure of 

impulsivity (e.g., Cyders & Coskunpinar, 2011; Sharma et al, 2014). For this reason, I 

expected low correlations between IGT net scores and self-report impulsivity measures.  
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5.2 Material and Methods 

 

5.2.1 Participants 

 

The sample was composed of 174 Italian community dwelling adult participants with 

a mean age of 27.57 years (SD = 6.72 years; age range: 19 years – 60 years). In my sample 

seventy-nine participants (45.1%) were male, and 94 participants (53.7%) were female; 

one participant (0.6%) refuse to disclose his/her gender. Three participants (1.7%) were 

left-handed. The sample was composed of one hundred one (97.7%) unmarried 

participants, 3 (1.7%) married participants, and one participant (0.6%) refuse to disclose 

his/her civil status. Nine participants (5.1%) had a junior high school degree, 67 (38.3%) 

had a high school degree, 87 (49.7%) had a university degree, and 11 (6.3%) had a post-

lauream degree; one participant (0.5%) refuse to report his/her educational level. Ninety-

eight participants (56.0%) were students, 38 (21.7%) were blue collars, 4 (2.3%) were 

white collars, 16 (9.1%) were managers, 16 (9.1%) were liberal arts practitioners, and 2 

(1.1%) were unemployed; one participant (0.6%) refuse to disclose his/her occupation.  

To be included in the sample, participants had to document that they were of adult age 

(i.e., 18 years of age or older), they had no psychiatric or neurological disorders, and had 

normal or corrected-to-normal vision, and to agree to the written informed consent in 

which the study was extensively described. To avoid cultural and lexical bias in 

questionnaire responses, to participate in the present study, participants were required to 

speak Italian as their first language. All participants were treated in accordance with the 

Ethical Principles of Psychologists and Code of Conduct.  

 

 

5.2.2 Measures  

 

• Iowa Gambling Task (Behara et al, 1994). In the Iowa Gambling Task, participants 

are asked to choose a card from four different decks (namely, A, B, C, D). Two of 

the decks are bad decks (i.e., A and B), because they result in negative long-term 

outcomes (i.e., the immediate gain is high, but also the future loss is high). The 

remaining decks (i.e., C and D) are the good ones, because of their positive long-
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term outcomes (i.e., the immediate gain is smaller, but also the future loss is 

smaller). For an extensive description see paragraph 2.2.2 of the present Section. 

 

• Balloon Analogue Risk Task (Lejuez et al, 2002). During this task, participants are 

rewarded (i.e., by gaining money) with each balloon that do not explode. This 

measure provides a useful tool to assess propensity toward risk. Participants are 

asked to pump 30 balloons (i.e., the shorter version of the BART) with three 

different colors. With each click on the pump, participants gain 5 cents, that 

eventually can be lost if the balloon exploded. For an extensive description see 

paragraph 2.2.1 of the present Section.  

 

• Barratt Impulsiveness Scale – 11 (BIS-11; Patton et al, 1995). The BIS-11 is a 30-

items self-report questionnaire designed to assess three facets of impulsivity. Items 

are rated on a 4-point Likert-type scale (1 = Rarely/Never to 4 = Almost 

Always/Always). This measure has three facets of impulsiveness: motor impulsivity, 

attention impulsivity, and non-planning impulsivity both in original (Patton et al, 

1995) and Italian version (Fossati et al, 2001). These three facets are summed to 

produce a total score, and the higher the BIS-11 total score, the higher impulsivity 

level.  

 

• UPPS-P Impulsive Behavior Scale (UPPS-P; Lynam et al, 2006). The UPPS-P is a 

59 items self-report questionnaire, with Liket-type scale ranging from 1 = Agree 

Strongly to 4 = Disagree Strongly. This questionnaire was designed to measure five 

dimensions of impulsive behavior: Negative Urgency, Premeditation, 

Perseverance, Sensation Seeking, and Positive Urgency. The UPPS-P showed 

adequate psychometric properties (Cyders & Smith, 2007; Whiteside & Lynam 

2001) also in its Italian translation (Fossati et al, 2016; Gialdi et al, 2021).  

 

• Zuckerman-Kuhlman Personality Questionnaire Impulsive Unsocialized Sensation 

Seeking Scale (ImpSS; Zuckerman et al, 1993). The ImpSS is a 19 true-false items 

self-report questionnaire. This scale measures lack of planning and tendency to act 

on impulse without thinking, need for excitement, change and novelty, and 
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preference for unpredictable situation. The ImpSS was provided with adequate 

psychometric proprieties also in its Italian translation (Carlotta et al, 2003).  

 

• Personality Inventory for DSM-5 (PID-5; Krueger et al, 2012). The PID-5 is a 220-

items self-report with a 4-point response scale (from 0 = Very False or Often False 

to 3 = Very True or Often True). The PID-5 was designed to assess the DSM-5 traits 

presented in the Alternative Model of Personality Disorder (AMPD), provided in 

Section III (APA, 2013). The PID-5 has 25 scales that can be summed to generate 

five higher order dimensions (Krueger et al, 2012), which represents dysfunctional 

variants of the Five-Factor Model personality dimensions (APA, 2013). 

Specifically, the five domains of the PID-5 are: Negative Affectivity, Detachment, 

Antagonism, Disinhibition, and Psychoticism. The psychometric proprieties of the 

Italian translation of the PID-5 in nonclinical adults have been previously published 

(Fossati et al, 2013).  

For this project, in order to avoid a long and inaccurate compilation from 

participants, I relied only on the Disinhibition domain (i.e., orientation toward 

immediate gratification and impulsive behavior) with only 46 items, and its 

corresponding facets (i.e., Distractibility, Impulsivity, Rigid Perfectionism, Risk 

Taking, Irresponsibility).  

 

 

5.2.3 Procedures 

 

Participants were randomly organized to complete before the questionnaires and 

following the computerized tasks or vice versa. In the whole project, all measures and 

tasks were administered in their Italian translation. In order to match the self-reports 

scores and tasks results and to maintain anonymity, each participant included in the 

sample created an alphanumeric ID code.  

Participants completed the study online using Online Surveys Jisc, an online survey 

tool designed for academic research (https://www.onlinesurveys.ac.uk/); participants 

volunteered to take part in the study receiving no economic incentive or academic credit 

for their participation. Self-report measures were administered in random order and 
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scored blind to the computerized task results. The computerized tasks were administered 

using a laptop computer in individual session and each session lasted on average two 

hours per participant.  

Written informed consent was obtained prior to study participation; all participants 

were of adult age and volunteered to take part in the present study after it was extensively 

described. Institutional Review Board was obtained for all aspects of the study. 
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5.3 Data Analysis 
 

Descriptive statistics were used to describe the sample. Cronbach’s alpha coefficient, 

Omega (w) coefficient, and mean inter-item correlation (MIC) were used to estimate the 

internal consistency reliability of the self-report measures of impulsivity (i.e., BIS-11, 

UPPS-P, ImpSS, PID-5) in the whole sample. The limited size of the sample strongly 

suggested to rely on non-parametric statistics for hypothesis testing. Spearman r 

coefficient.  Due to the limited number of participants in this study, to evaluate the 

correlations between the Balloon Analogue Risk Task and the Iowa Gambling Task and 

estimate the convergent validity, and to assess the correlation between the Iowa Gambling 

Task and self-report questionnaires, I relied on the Spearman’s r coefficient.  
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5.4 Results  
 

Detailed description of the sample who took part to this study is reported in Table 

5.1.  

 

Table 5.1  

Description of the Sample: Demographic Variables (N = 1731). 

Demographic Variables n / M % / SD 

Civil Status:   
Unmarried 171 97.7 

Married 3 1.7 
Education Level:   

Junior High School 9 5.1 
High School 67 38.3 

University Degree 87 49.7 
Post-graduate Degree 11 6.3 

Occupation:   
Student 98 56.0 

Blue Collar 38 21.7 
White Collar 4 2.3 

Manager 16 9.1 
Liberal arts practitioners 16 9.1 

Unemployed 2 1.1 
Age (years) 27.57 6.72 

Note. 1: one participant (0.6%) refused to disclose his/her civil status, educational level, and 
his/her occupation. 

 

The descriptive statistics, the Cronbach’s α values, Omega (w) values, and item-total 

correlation values, for the BIS-11 subscale and total score in this sample are reported in 

Table 5.2. 
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Table 5.2  

The BIS-11 Scales: Descriptive Statistics, Internal Consistency Reliability (i.e., 

Cronbach’s a and McDonald w Coefficient) Estimates, and Scale Intercorrelation (N = 

174). 

BIS-11 subscale M SD a w MIC 

Motor impulsivity 19.87 4.77 .74 .87 .23 

Attention impulsivity 22.73 4.02 .47 .61 .08 
Non-planning impulsivity 17.45 3.92 .72 .88 .24 

BIS-11 Total Score 60.06 9.50 .76 .88 .11 

Note. MIC = Mean Inter-Item Correlation 
 

The Cronbach’s α values, Omega (w) values, and mean inter-item correlation (MIC) 

for the UPPS-P subscale in this sample are listed in Table 5.3.  

 

Table 5.3  

The UPPS-P Scales: Descriptive Statistics, Internal Consistency Reliability (i.e., 

Cronbach’s a and McDonald w Coefficient) Estimates, and Scale Intercorrelation (N = 

174). 

UPPS-P subscale M SD a w MIC 

Negative Urgency 26.95 6.96 .86 .91 .34 
Premeditation 20.03 4.92 .84 .91 .35 

Perseverance 17.89 5.03 .85 .93 .39 
Sensation Seeking 28.17 8.40 .88 .93 .39 

Positive Urgency  24.35 7.93 .91 .94 .44 

Note. MIC = Mean Inter-Item Correlation 
 

Descriptive statistics, Cronbach’s α values, Omega (w) values, and mean inter-item 

correlation (MIC) for the ImpSS scale total score are reported in Table 5.4.  

 

Table 5.4 

The ImpSS Scale: Descriptive Statistics, Internal Consistency Reliability (i.e., 

Cronbach’s a and McDonald w Coefficient) Estimates, and Scale Intercorrelation (N = 

174). 

ImpSS Scale M SD a w MIC 

ImpSS Total Score  6.22 4.60 .87 .91 .25 

Note. MIC = Mean Inter-Item Correlation 
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Finally, Cronbach’s α values, Omega (w) values, and mean inter-item correlation 

(MIC), and descriptive statistics for the PID-5 Disinhibition subscales in this sample are 

reported in Table 5.5.  

 

Table 5.5 

The PID-5 Facets: Descriptive Statistics, Internal Consistency Reliability (i.e., 

Cronbach’s a and McDonald w Coefficient) Estimates, and Scale Intercorrelation (N = 

174). 

PID-5 facet M SD a w MIC 

Distractibility 0.88 0.67 .92 .96 .55 
Impulsivity 0.74 0.62 .88 .95 .53 

Rigid Perfectionism 1.54 0.70 .90 .95 .49 
Risk Taking 1.17 0.61 .92 .95 .45 

Irresponsibility 0.49 0.44 .72 .88 .28 
Disinhibition 0.95 0.39 .89 .95 .61 

Note. MIC = Mean Inter-Item Correlation 
 

To assess the correlation between IGT and BART, total net score and net scores of 

each five block for the IGT performance and mean blue balloon for the BART 

performance are considered. As previously mentioned, the blue balloons are those the 

burst less frequently. For this reason, they considered as a dependent variable. However, 

no significant correlations were found between the total net score, net scores of each block 

(i.e., Total Net Score, Block 1, Block 2, Block 3, Block 4, Block 5) and the mean blue 

balloon, r = .06, p > .40, r = -.17, p > .10, r = .00, p > .90; r = .06, p > .40, r = .08, p > 

.25, respectively. Only the fifth block of the Iowa Gambling Task showed a negligible 

but still significant correlation with the BART, r = .17, p < .05.  

The Spearman r values for the associations between the IGT estimates and the BIS-

11, UPPS-P, ImpSS and PID-5 scale scores are summarized in Table 5.6. 

In this sample, the total IGT net score showed significant and negative correlations 

with ImpSS Total score, r = -.19, and PID-5 Risk-Taking facet, r = -.20, all p < .05. 

Moreover, Block 5 IGT net score showed negative and significant associations with 

UPPS-P Sensation Seeking, r = -.19, p < .05. Negative and significant associations were 

also found between Block 5 IGT net score and ImpSS Total Score, r = -.20, and PID-5 

Risk Taking, r = -.20, all p < .01 
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Lastly, a comparison on the net scores of the IGT between males and females has been 

evaluated and results are presented in Table 5.7.  

 

Table 5.7 

Males (n = 79) versus females (n = 94): Detailed Comparisons on IGT Net Scores. 

 Male (n = 79) Female (n = 94)    

 M SD M SD t df d 

Net score 11.59 33.98 15.40 32.65 -.75 171 -0.11 
Net score 1 -3.70 8.57 -2.79 6.43 -.80 171 -0.12 

Net score 2 1.90 7.62 2.66 7.25 -.67 171 -0.10 
Net score 3 4.00 8.98 4.62 8.92 -.45 171 -0.07 

Net score 4 3.85 10.01 4.91 10.44 -.68 171 -0.10 
Net score 5 6.05 11.20 6.00 10.82 .30 171 0.05 

Note. d: Cohen’s d coefficient. N = 173, because one participant refused to disclosure his/her 
gender. 
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5.5 Discussion  
 

The present study examined the relationship between two tasks that apparently should 

measure the same construct of impulsivity, such as the Iowa Gambling Task and the 

Balloon Analogue Task. During both tasks participants are asked to gain as much money 

as possible, by identifying the disadvantageous deck in the IGT (i.e., decks C and D) and 

the balloon that burst after more pumps (i.e., blue balloon). Performance on the IGT can 

be evaluated by calculating the total net score, that is the differences between the 

advantageous decks and the disadvantageous ones. On the other hand, performance on 

the BART can be evaluated by considering the mean of the click on three balloons. 

However, only the blue balloons can describe more precisely risk behavior, since they are 

the balloon that burst after a high number of click. In this study to assess the correlation 

between IGT and BART, total net score and net scores of each five blocks for the IGT 

performance and mean blue balloon for the BART performance are considered.  

Confirming previous findings (Lejuez et al, 2003; Upton et al, 2011), no significant 

correlations were found between the total net score, and the mean blue balloon, 

Spearman’s r = .06, p > .40. However, previous studies (e.g., Buelow & Blaine, 2015) 

showed that IGT performance can be distinguished in early and later trials: the firsts 

measure decision making under ambiguity, while the seconds measure decision making 

under risk. Thus, I tried to measure the correlations between the net scores calculated in 

each block with the mean blue balloon. However, also in this case no significant 

correlations were found, r = -.17, p > .10, r = .00, p > .90; r = .06, p > .40, r = .08, p > 

.25, for Block 1, Block 2, Block 3, Block 4, respectively. Only the last block (i.e., Block 

5) yielded small and negligible, but still significant, correlation with the BART, r = .17, 

p < .05. To better understand these results, Spearman’s r correlations between the BART 

mean blue balloon and the frequencies of each deck in each block were calculated. Even 

these results did not show significant correlations, r min. = |.09| (mean blue balloon and 

frequency deck C in Block 1), r max. = -|.13| (mean blue balloon and frequency deck D 

in Block 4), all p > .08. Only frequency of Deck B on Block 1, was significantly associated 

with the mean of blue balloon, r = .15, p < .05. This result was not consistent with previous 

findings of early versus later trials (Buelow & Blaine, 2015), but can explain that at the 

beginning of the IGT administration, participants initially preferred the decks with 
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infrequent losses and with high immediate gain of money, that correlated with a high 

number of clicks to pump the blue balloon in the BART. However, during the task 

participants has begun to understand that Deck B is not an advantageous deck, and 

correlations with decks and the mean of click number on the blue balloon started 

decreasing.  

As stated in the description of study (see paragraph 5 of the present Section), in the 

IGT participants must experience more cards’ selection, compared to the BART, where 

the risky balloon is understandable from the beginning (see also Buelow & Blaine, 2015). 

For this reason, it is possible that disadvantageous choices on the IGT may not be related 

to BART mean click on the blue balloon. Concluding, the present results are consistent 

with previous studies and add to the existing perspectives on these tasks that IGT 

measures a different type of decision making than BART (Aklin et al, 2005; Buuelow & 

Blaine, 2015; Lejuez et al, 2003; Wood & Bechara, 2014).  

 

In this study I also assessed the correlation coefficients between the performance on 

the IGT, considering the frequencies of selection in each Deck, the total net score, and 

the net scores of each block, and self-report of impulsivity. These results showed 

significant and negative correlations between the total IGT net score and the ImpSS Total 

Score, and more specifically between the last block (i.e., Block 5) on the IGT and the 

ImpSS Total Score, r = -.19, p < .05, and r = -.20, p < .01, respectively. The ImpSS was 

intended to measure lack of planning and these results are consistent with previous 

research (e.g., Vasconcelos et al, 2014), indicating that individuals with difficulty in 

planning tend to choose disadvantageous cards during the entire administration and 

specifically on IGT final block. Moreover, to confirm previous results, the analysis 

between the ImpSS and the IGT showed positive and significant association also with the 

number of selections of Deck A, r = .23, p < .01. Moreover, Block 5 IGT net score showed 

negative and significant associations also with UPPS-P Sensation Seeking sub-scale, r = 

-.19, p < .05. Thus, individuals with high tendency to seek excitement are more incline to 

choose disadvantageous decks.  
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Lastly, the same analyses were assessed between the IGT performance and the PID-5 

Disinhibition facets. These results showed a positive and significant correlations between 

the number of selections in Deck A and PID-5 Risk Taking, r = .25, p < .05, confirming 

that participants who tend to choose disadvantageous decks have higher risk-taking 

characteristics. More specifically, also the PID-5 Risk Taking facet showed negative and 

significant correlations with the total IGT net score and Block 5 IGT net score, r = -.20, 

p < .05, and r = -.20, p < .01, respectively.  

 

For a better comprehension of the performance on the IGT, a formal comparison 

between the performance between males and females has been calculated. Actually, 

present literature shows contrasting results with no differences between men and women 

regarding decision making tasks (e.g., Lighthall et al, 2009; Lighthall et al, 2011; Starcke 

et al, 2008). However, based on previous findings on the Iowa Gambling Task, I expected 

to find differences in the total net scores between subjects, with a higher total net score 

for men compared to women performance (e.g., Bolla et al, 2004; Overman, 2004; van 

den Bos et al, 2007; van den Bos et al, 2012; etc.). As a consequence, the final budget of 

the IGT performance for women should be lower than the total budget of men. However, 

in my sample, no significant differences between genders on the total net score and the 

net scores across five blocks was found. Actually, even if the differences are not 

significant, in my sample women performed better than men with a total net score slightly 

higher: MF = 15.40 (SD = 32.65), MM = 11.59 (SD = 33.98). These results were consistent 

with d’Acremont and Van der Linden results (2006) and Overman and Pierce (2013), 

where they have found small but significant differences between gender, where girls tend 

to choose more advantageous choices and earn more money.  
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5.6 Limitations 
 

The results of the present study should be considered in the light of several limitations. 

Firstly, the sample was not well balanced between males and females, and this can limit 

the results obtained with the comparison between gender. However, existent literature is 

very controversial and with different results (e.g., Bolla et al, 2004; Lighthall et al, 2009; 

Lighthall et al, 2011; Overman, 2004; van den Bos et al, 2012; etc.). Although it was 

larger, the sample size of my study was quite limited. Indeed, administering 

neuropsychological tasks requires a great deal of time (i.e., more than 1 hour per 

participants), and resources (i.e., all participants were administered the measures in the 

laboratory) (e.g., Crawford & Garthwaite, 2002). For this reason, this sample should be 

considered more as a convenient study group, than a sample representative of the Italian 

population, and this can limit the generalizability of the findings to other populations (i.e., 

clinical, or forensic sample). 

Moreover, it should be observed also that I did not compute Cognitive Model of IGT 

(e.g., EV model and PVL model). Indeed, based on Bishara et al (2009), these approaches 

may offer new evidence for the relationship between the Iowa Gambling Task and the 

Balloon Analogue Risk Task, since the use of this model may provide relationships at the 

model parameter level. These results, in fact, suggest the important to use more advanced 

model to estimate possible underlying processes in decision-making tasks, since these 

cognitive models (specifically the EV model) have been already used to understand 

decision-making behaviors in clinical population [i.e., cocaine abuser (Stout et al, 2004), 

Parkinson’s and Huntington diseases (Busemeyer & Stout, 2002), and others (Yechiam 

et al, 2005)]. The presence of underlying process during a task has been described in 

several studies (e.g., Hedge et al, 2018), which stated the importance not only to measure 

them but also to always take in consideration the influence that they might have in 

different performance.  

In addition, it is possible the administer more than the classical 100 trials to evaluate 

if a difference in performance would occur. Indeed, previous study (Overman & Pierce, 

2013) have found that the overall IGT performance improved during the administration 

of the task (i.e., increasing of the selection of advantageous decks). Otherwise, like 

usually happen for neuropsychological task, it is possible to administer a practice phase 
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before the experimental phase, since the comprehension of the task might be not 

immediately clear for the participants.  

Lastly, I relied only on self-reports to assess impulsive behaviors and only on the 

Disinhibition domain of PID-5; however, using different measures of impulsivity, 

including interview, that specifically assess behaviors related to reduce impulse control 

(e.g., pathological gambling, substance abuse, etc.), or different self-report measures that 

assess for decision-making style (e.g., General Decision-Making Style; Scott & Bruce, 

1995) may yield different results.  
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6. Study 2 

 

The second study of this section on the Iowa Gambling Task focused on the test-retest 

reliability. As mentioned for the second study of the first Section (i.e., paragraph 6 of the 

previous Section), assessing reliability of any psychological measure is important for both 

research and clinical practice. In addition, for what concern the Iowa Gambling Task the 

temporal stability of the task may be invalidated by practice effects on later 

administrations and on multiple administrations (Buelow & Suhr, 2009). For example, 

the study of Ernst and colleagues (2003a) showed the presence of a learning effect in 

control participants and substance use disorders participants, with a one-week test-retest 

paradigm (see also, Ernst et al, 2003b). However, a one-week test-retest paradigm may 

be too short to really assess the temporal stability of a measure. Nevertheless, current 

literature has contrast findings. For example, Xu and colleagues (2013) has found 

moderately temporal stability with a two-weeks temporal stability; but, on the other hand, 

more recently Schmitz and colleagues (2020) found lower reliability estimates.  

Thus, in line with neuropsychological research, in this study I assessed reliability 

estimations in terms of temporal stability (i.e., Spearman r coefficient) and Intraclass 

Correlation Coefficient (ICC) for absolute agreement based on random-effect one-way 

ANOVA. However, in this study I relied also on internal consistency (i.e., Cronbach’s 

alpha and Omega coefficient), considering neuropsychological tasks as psychological 

tests, and consequently considering each Iowa Gambling Task block as a part of a test.  

The inconsistency between studies regarding reliability of the Iowa Gambling Task 

may limits its applicability in research and clinical practice (e.g., during pre/post 

intervention studies; Buelow & Shur (2009). Considering all these aspects, it is important 

to assess Iowa Gambling Task temporal stability, looking for the best way to test 

reliability for this type of neuropsychological task 
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6.1 Aim 
 

The aim of the present study was to assess test-retest reliability of the Iowa Gambling 

Task, considering the general net score, and internal consistency reliability across decks 

and the five blocks of the Iowa Gambling Task with a three-months test-retest paradigm 

in a un sub-sample of participants (n = 134), who agreed to take part at a three-months 

follow-up assessment.  

In this study, Spearman’s r coefficient, Cronbach’s α and McDonald omega 

coefficients have been calculated.  

In line with previous study (Buelow & Suhr, 2009; Ernst et al, 2003; Ernst et al, 2003b; 

Schmitz et al, 2020), I expected that the Iowa Gambling Task has moderately low 

temporal stability when tested with Spearman’s r coefficient. However, since the Iowa 

Gambling Task is provided with good criterion validity, I also expected that internal 

consistency reliability was adequate in the two different time of administration.  
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6.2 Material and Methods 
 

6.2.1 Participants 

 

The sample was composed of 134 Italian community dwelling adult participants with 

a mean age of 26.15 years (SD = 5.82 years; age range: 19 years – 55 years), who agreed 

to take part to the three-months follow-up. In my sample 57 participants (42.5%) were 

male, and 76 participants (56.7%) were female; one participant (0.7%) refuse to disclose 

his/her gender. Three participants (2.2%) were left-handed. The sample was composed of 

one-hundred thirty-one (97.8%) unmarried participants, and 3 (2.2%) married 

participants. Seven participants (5.2%) had a junior high school degree, 57 (42.5%) had 

a high school degree, 65 (48.5%) had a university degree, and 5 (3.7%) had a post-lauream 

degree. Eighty-six participants (64.2%) were students, 24 (17.9%) were blue collars, 2 

(1.5%) were white collars, 12 (9.0%) were managers, and 10 (7.5%) were liberal arts 

practitioners.  

Participants who completed the follow-up of the Iowa Gambling Task did not 

significantly on age, t(172) = 5.54, p > .10, d = .84, gender, c2(2) = 2.14, p > .34, Cramer 

V = .11, civil status, c2(1) = .91, p > .34, j = .07, then participants who did not completed 

the follow-up. However, the two samples were significantly different on educational 

level, c2(3) = 8.91, p < .03, Cramer V = .23, and occupation, c2(5) = 20.80, p < .01, Cramer 

V = .35.  

To be included in the sample, participants had to agree to the written informed consent 

in which the study was extensively described. To avoid cultural and lexical bias in 

questionnaire responses, to participate in the present study, participants were required to 

speak Italian as their first language. All participants were treated in accordance with the 

Ethical Principles of Psychologists and Code of Conduct.  

 

 

6.2.2 Measures 

 

• Iowa Gambling Task (Bechara et al, 1994). See paragraph 5.2.2 and 2.2.2 for an 

extended description.  
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6.2.3 Procedure  

 

Participants who agreed to take part to the second part of this study completed only 

the computerized Iowa Gambling Task, in its Italian translation. In order to match the 

task results and to maintain anonymity, each participant included in the sample created 

the originally alphanumeric ID code, following the same instructions in both 

administration (i.e., first letter of mother’s name, first letter of father name, number of 

letters of the surname, date of birth).  

Participants volunteered to take part in the second part of the study receiving no 

economic incentive or academic credit for their participation. The Iowa Gambling Task 

was administered using a laptop computer in individual session and each session lasted 

on average two hours per participant.  

Written informed consent was obtained prior to study participation; all participants 

were of adult age and volunteered to take part in the present study after it was extensively 

described. Institutional Review Board was obtained for all aspects of the study. 
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6.3 Data Analysis  
 

Spearman r coefficient and Intraclass Correlation Coefficient (ICC) were used to 

assess temporal stability. Correlations of .70 or higher indicate good test-reliability, and 

correlations between .40 and .60 indicate moderate test-retest reliability. Good test-retest 

reliabilities are a necessary prerequisite for the validity of any measure (Becser et al, 

1998; Kuntsi et al, 2005).  

Moreover, to assess reliability I relied also on Cronbach’s α coefficient and Omega 

(w) coefficient for the internal consistency of the Iowa Gambling Task. High internal 

consistency of a measure indicates high homogeneity of the scale. In this study I 

considered the 6 blocks of Iowa Gambling Task as part of a test.  
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6.4 Results 
 

Descriptive statistics and mean comparison between participants who completed the 

follow-up (n = 134) and participants who did not complete the follow-up at three months 

(n = 40) of the Iowa Gambling Task, are presented in Table 6.1.  

 

Table 6.1. 

Participants who completed the follow-up (n = 134) and participants who did not 

complete the follow-up at three months (n = 39) of the Iowa Gambling Task: Detailed 

Comparisons on Demographic Variables. 

 Follow-up  
(n = 134) 

No Follow-up  
(n = 391) 

Demographic Variables n / M % / SD n / M % / SD c2 / t df j /V/d 
Civil Status:        
Unmarried 131 97.8 40 97.6    
Married 3 2.2 -- -- .91 1 .07 
Education Level:        
Junior High School 7 5.2 2 4.9    
High School 57 42.5 10 24.4    
University Degree 65 48.5 22 53.7    
Post-lauream Degree 5 3.7 6 14.6 8.91 3 .23 
Profession: 2        
Student 86 64.2 12 39.3    
Blue Collar 24 17.9 14 34.1    
White Collar 2 1.5 2 4.9    
Manager 12 9.0 4 9.8    
Liberal art practitioner 10 7.5 6 14.6    
Retyred -- -- 2 4.9 20.80 5 .35 
Gender        
Male 57 42.5 22 53.7    
Female 76 56.7 18 43.9 2.14 2 .11 
        
Age (years) 3 26.15 5.82 32.35 7.39 5.54 172 .84 

Note. 1: one participant (0.6%) refused to disclose his/her civil status, educational level, and 

his/her occupation. --: values not present. 

j: Phi; V: Cramer’s V coefficient; d: Cohen’s d coefficient.  

 

The descriptive statistics, Spearman r coefficient, and Intraclass Correlation 

Coefficient (ICC) for the Iowa Gambling Task decks’ selection and net scores are 

reported in Table 6.2 and Table 6.3, respectively.  
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These differences between two times of administrations can be explained with the first 

assumption of Bechara and colleagues (1994). According to this assumption participants, 

during the administration, learn to prefer the good options over the bad options, resulting 

in significant differences between the first and the last block. These results are presented 

in Table 6.4.  

 

Table 6.4 

The Iowa Gambling Task mean differences across trials: Descriptive Statistics and t-test 

in two time of administrations (n = 134) considering the changing across blocks.  

 Block 1 Block 5 

Iowa Gambling Task M SD M SD t(133) d 
Time 1       
Deck A 4.28 1.85 2.69 2.67 5.49** 0.95 

Deck B 7.29 3.52 4.39 4.23 6.15** 1.07 
Deck C 3.87 2.22 5.84 5.03 -4.48** -0.78 

Deck D 4.56 3.06 7.09 5.07 -5.35** -0.93 
       

Time 2       
Deck A 4.26 2.13 1.92 2.09 10.86** 1.88 

Deck B 6.56 2.97 3.99 4.50 5.48** 0.95 
Deck C 4.47 2.78 6.36 5.86 -3.93** -0.68 

Deck D 4.71 2.86 7.73 6.01 -5.72** -0.99 
Note. ** p < .001 

 

The descriptive statistics, Cronbach’s α values, Omega (w) values for the Iowa 

Gambling Task in the two times of administrations with the net scores across the five 

blocks are reported in Table 6.5. 
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Table 6.5 

The Iowa Gambling Task test-retest reliability: Descriptive Statistics Cronbach’s α 

values, Omega (w) values in two time of administrations with the net scores (n = 134). 

 Time 1 Time 2 
Iowa Gambling Task M SD M SD 
Net Score 1 -3.13 6.85 -1.64 7.53 
Net Score 2 2.52 7.25 4.97 8.61 

Net Score 3 4.40 8.54 6.73 9.12 
Net Score 4 4.75 9.85 7.36 10.05 

Net Score 5 6.04 10.10 8.18 10.70 
   

a .75 .83 

w .95 .96 
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6.5 Discussion  
 

As a whole, the results of the present study suggested that test-retest reliability assessed 

with Spearman r coefficient and Intraclass Correlation Coefficient (ICC), yielded low to 

modest associations between two times of administrations, across decks and the five 

blocks of the Iowa Gambling Task. However, Cronbach’s alpha and Omega coefficients, 

showed good internal consistency in both times of administrations.  

 

Confirming and extending previous results (e.g., (Buelow & Suhr, 2009; Ernst et al, 

2003; Ernst et al, 2003b; Schmitz et al, 2020), and in contrast to findings from other 

studies (Xu et al, 2013), the Iowa Gambling Task was provided with low to moderate 

test-retest reliability between decks, Spearman r coefficient ranging from .24 (Deck D) 

to .56 (Deck C). With the exception of Deck D, also t-test analysis showed that the 

differences between the two time of administrations were significantly different with a 

decrease of the selections in disadvantageous decks (e.g., M1 = 27.01, SD1 = 12.46, M2 = 

23.34, SD2 = 13.45, for Deck B) and an increase of selection in advantageous choices. 

Even if the difference between Deck D in the two time of administrations, the difference 

in mean selection of the Deck increase after three months. Similar results were shown 

when I considered the net scores, with Spearman r coefficient ranging from .02 (Net score 

1) to .45 (Net score 4).  

As previously mentioned in the results, these differences between two times of 

administrations can be explained with the first assumption of Bechara and colleagues 

(1994), where participants learn to prefer the good options over the bad options. This 

assumption has been confirmed analyzing the differences in all four decks between the 

first block and the last block. This result showed that participants on average start with 

the disadvantageous decks, because of the high immediate gain, but after few blocks they 

learn that Deck C and Deck D may be a better solution to increase the initial amount of 

money. This knowledge remains also after three months. These findings support previous 

studies (e.g., Buelow & Suhr, 2009; Ernst et al, 2003a; Ernst et al, 2003b) where a learning 

effect was supposed in the performance of the Iowa Gambling Task. For example, 

Verdejo-Garcia and Perez-Garcia (2007) have found that learning effects was present 

both in normal control and in abstinent substance users (i.e., cocaine and marijuana) after 



 

 172 

25 days. This result extends previous literature about the occurrence of external variables 

that con influence the performance of the subject in two time of administration (Hedge et 

al, 2018).  

 

Based on these findings, it appears very important to find a different estimation to 

assess the reliability of this task. For this reason, in order to evaluate the reliability of the 

Iowa Gambling Task, I estimated two different internal consistency coefficients (i.e., 

Cronbach’s alpha and Omega), since considering these types of estimations may yield to 

different conclusion about the reliability of the Iowa Gambling Task. In this study I 

considered the five blocks of the Iowa Gambling Task as a part of a test and the I assessed 

the internal consistency in the two time of administrations with the net score estimations 

evaluated with the difference between the advantageous decks and the disadvantageous 

decks. The result of this analysis showed that the Iowa Gambling Task is highly reliable 

with Cronbach’s alpha of .75 in Time 1 and .83 in Time 2. Similarly, the Omega 

coefficients showed overlapping results, with w estimations of .95 and .96, for Time 1 

and Time 2 respectively. High internal consistency of the task in a three-month paradigm 

indicates high homogeneity of the Iowa Gambling Task.  

The present results confirmed the assumption of Hedge and colleagues (2018) that 

different types of estimation to assess the reliability of cognitive and neuropsychological 

tasks may be a better way to understand the psychometric proprieties of a task.  
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6.6 Limitations 
 

The results of the present study should be considered in the light of several important 

limitations. First of all, for the purpose of this second study, the sample size was quite 

limited. Although administering neuropsychological tasks requires a great deal of time 

(i.e., more than one hour per participants), and resources (i.e., all participants were 

administered the measures in the laboratory) (e.g., Crawford & Garthwaite, 2002), the 

drop-out of the participants in the two times of administrations was quite elevated. Thus, 

my sample was more a convenient study group than a sample representative of the Italian 

population. Of course, this can limit the generalizability of the findings to other 

populations (i.e., clinical, or forensic sample).  

As I mentioned before, I did not compute Cognitive Model of IGT (e.g., EV model 

and PVL model), that can be provide information about underlying processes, that may 

influence the performance between two time of administrations. Indeed, Hedge and 

colleagues (2018) stated that individual differences or other processes may influence the 

reliability of neuropsychological task. In the case of the Iowa Gambling Task, a possible 

process that influence the performance might be the learning effect.  

Lastly, a test-retest reliability depends heavily on the length of the retest period 

(Kaplan & Saccuzzo, 2017; Polit, 2014). Therefore, it is important to consider that 

underlying processes can change rapidly in a three-month test-retest paradigm, and this 

can explain poor test-retest reliability 
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7. Study 3 

 

 

7.1 Aim 

 

The last study aimed at assessing the possible relationship between a decision-making 

task, as it is operationalized with the Iowa Gambling Task, and an impulsivity task, as it 

is operationalized with the Stop-Signal Task. Based on previous studies (Heathcote et al, 

2019; Matzke et al, 2019), and on previous conclusion of this project (see paragraph 7 of 

the previous Section), the relationship between these two tasks might be useful at 

assessing whether the Stop-Signal Task with an elevated number of trials (i.e., 384 trials) 

can be considered a difficult choices task or a decision-making task.  

Based on previous studies (Verbruggen et al, 2013), positive associations between 

SSRT and IGT scores are hypothesized. Indeed, previous studies (Noël et al, 2007; 

Shuster & Toplak, 2009) have found that poor response inhibition was associated to 

riskier decision in the Iowa-Gambling Task.  
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7.2 Material and Methods 
 

 

7.2.1 Participants 

 

The sample was composed of 158 Italian community dwelling adult participants with 

a mean age of 27.44 years (SD = 6.00 years; age range: 19 years – 47 years). In my sample 

seventy-three participants (46.2 %) were male, and 84 participants (53.3%) were female; 

one participant (0.6%) refuse to disclose his/her gender. Three participants (1.9%) were 

left-handed. The sample was composed of one hundred-six (98.7%) unmarried 

participants, and 2 (1.3%) married participants. Eight participants (5.1%) had a junior 

high school degree, 63 (39.3%) had a high school degree, 76 (48.1%) had a university 

degree, and 11 (7.0%) had a post-lauream degree. Eighty-nine participants (56.3%) were 

students, 34 (21.5%) were blue collars, 4 (2.5%) were white collars, 15 (9.5%) were 

managers, 14 (8.9%) were liberal arts practitioners, and 2 (1.3%) were unemployed.  

To be included in the sample, participants had to document that they were of adult age 

(i.e., 18 years of age or older), they had no psychiatric or neurological disorders, and had 

normal or corrected-to-normal vision, and to agree to the written informed consent in 

which the study was extensively described. To avoid cultural and lexical bias in 

questionnaire responses, to participate in the present study, participants were required to 

speak Italian as their first language. All participants were treated in accordance with the 

Ethical Principles of Psychologists and Code of Conduct.  

 

 

7.2.2 Measures  

 

• Iowa Gambling Task (Bechara et al, 1994). See paragraph 5.2.2 and 2.2.2 of the 

present Section for an extended description.  

• Stop-Signal Task (Verbruggen et al, 2019). See paragraph 5.2.2 and 2.2.3 of Section 

I for an extended description. 
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7.2.3 Procedures 

 

Participants who agreed to take part to the present study completed randomly the 

computerized Iowa Gambling Task and the Stop-Signal Task, in its Italian translation, 

relying on PEBL platform (see paragraph 2.2.1 of Section I) and on the open-source 

paradigm of the Stop-Signal Task provided by Verbruggen and colleagues (2019; see 

paragraph 2.2.3 of Section I). In order to match the task results and to maintain anonymity, 

each participant included in the sample created an alphanumeric ID code.  

Participants volunteered to take part in the study receiving no economic incentive or 

academic credit for their participation. The Iowa Gambling Task and Stop-Signal Task 

were administered using a laptop computer in individual session and each session lasted 

on average two hours per participant.  

Written informed consent was obtained prior to study participation; all participants 

were of adult age and volunteered to take part in the present study after it was extensively 

described. Institutional Review Board was obtained for all aspects of the study. 
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7.3 Data analysis 
 

Spearman r coefficient was used to assess bivariate associations between the two 

neuropsychological tasks.  

In the present study, since I did not assess the advanced cognitive model of the Iowa 

Gambling Task (see paragraph 4 of the present Section), I relied on non-parametric 

methods to estimate SSRT (see paragraph 3 of the previous Section). Specifically, I 

computed the mean method to assess if it provides association with the frequentist 

estimation of the Iowa Gambling Task (i.e., net scores). Moreover, I also computed non-

parametric SSRT estimates based on the integration method with replacement of go 

omissions. The overall estimates of both Iowa Gambling Task and Stop-Signal Task were 

assessed. Moreover, the estimations of SSRT and net score were also assessed in the 

specific blocks for the Stop-Signal Task and the Iowa Gambling Task, respectively.  
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7.4 Results 

 

Table 7.1 represents the correlations coefficient (i.e., Spearman’s r coefficient) 

between the Stop-Signal Task estimations the Iowa Gambling Task estimations. 

However, as detailed shown from the Table, no significant correlation was found between 

these two tasks 
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7.5 Discussion 
 

As a whole these findings suggested the evidence of no associations between Stop-

Signal Task estimations and Iowa Gambling Task net scores. These results are in contrast 

with previous findings (Noël et al, 2007; Shuster & Toplak, 2009; Verbruggen et al, 2013) 

that have found positive associations between these two tasks.  

 

Two possible explanations for these results concern the type of task used and the type 

of study carried out. Indeed, in order to consider the Stop-Signal Task a decision-making 

task, perhaps more trials are needed than those used in this study (i.e., 384 trials). In their 

study, in fact, Skippen and colleagues (2019), consider the Stop-Signal Task as a task of 

difficult choices, a task with more than 700 trials, which became difficult to administer 

for this project. In addition, it is important to consider that for the study of Skippen and 

colleagues (2019), participants received a reward of 20 dollars per hours. This also leads 

to a different motivation in the performance of the task (Gerstein et al, 2004) between 

paid and nonpaid participants.  

A second explanation relates to the fact that the tasks used in previous studies (e.g., 

Verbruggen et al, 2013) were a combination of the Stop-Signal Task with decision-

making tasks, while in the present study the two tasks were used separately to evaluate 

their possible associations. In fact, in the study of Verbruggen and colleagues (2013), the 

aim was to investigate whether there was an effect in gambling as a result of an inhibition 

of response. In this study, however, the two tasks were administered separately and 

randomly.  
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7.6 Limitations 
 

The results of the present study should be considered in the light of several important 

limitations. Firstly, the sample size was quite limited. It is important however to notice 

that administering neuropsychological tasks requires a great deal of time (i.e., more than 

one hour per participants), and resources (i.e., all participants were administered the 

measures in the laboratory) (e.g., Crawford & Garthwaite, 2002). For this reason, my 

sample can be considered more a convenient study group than a sample representative of 

the Italian population. Of course, this can limit the generalizability of the findings to other 

populations (i.e., clinical, or forensic sample). 

As I previously mentioned in the discussion, the limited number of trials used in the 

Stop-Signal Task and the use of two separate tasks might have led to different results 

from previous studies. Indeed, in this project the Stop-Signal Task was provided with 

“only” 384 trials. However, it is important to noticed that I had manipulated the structure 

of the original task (Verbruggen et al, 2019) by adding two additional blocks, that can 

change the applicability of the Stop-Signal Task to the context of difficult choices 

(Heathcote et al, 2019; Skippen et al, 2019).  

Lastly, a test-retest reliability depends heavily on the length of the retest period 

(Kaplan & Saccuzzo, 2017; Polit, 2014). Therefore, it is important to consider that 

underlying processes can change rapidly in a three-month test-retest paradigm, and this 

can explain poor test-retest reliability 
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8. Future Work  

 

Based on the results of these studies, future work should replicate these findings in 

different samples. The possibility of the replication of the results is simplified by the use 

of the free PEBL platform (see paragraph 2.2.1 in the previous Section). It would also be 

important to replicate the results of this study in clinical population, in order to extend the 

generalizability of the findings and to assess the reliability of the task also in different 

population (e.g., patients with difficulties decision-making).  

In addition, future studies should also consider the possibility to use different 

computerized task measures to assess response inhibition. For example, the convergent 

validity between the Iowa Gambling Task may be assess with other behavioral tasks. 

Indeed, previous studies have shown differences between hypothetical and real monetary 

reward by comparing the two performances in both Iowa Gambling Task and Balloon 

Analogue Risk Task (e.g., Bowman & Turnbull, 2003; Hu et al, 2019). An additional 

difference in these two tasks is that during the Balloon Analogue Risk Task participants 

received immediately “money” from each balloon, whereas during the Iowa Gambling 

Task participants receive “money” only at the end of the administrations. Future studies 

should also consider these differences when administrating a task. The same 

consideration can be done with self-report measures. Indeed, as previously mentioned, in 

literature are present several assessment measures, more specific for the decision-making 

(e.g., General Decision-Making Style; Scott & Bruce, 1995). Relying on different 

measures to assess the convergent validity may yield to different results from the present 

study.  

Based on the results obtained with the temporal stability of the Iowa Gambling Task, 

that might indicate the presence of underlying processes between the two time of 

administrations (i.e., possible learning effect), future studies should consider the 

possibility to assess the performance on the Iowa Gambling Task with advanced cognitive 

model (i.e., reinforcement learning model, including EV model and PVL model). Indeed, 

these two advanced computational estimations may explain not only the modest 

correlation found in this project, but also what types of processes underlying the 

performance in this task.  
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Most importantly, future studies should rely on a different paradigm to assess test-

retest reliability. Based on Hedge and colleagues’ study (2018), between two times of 

administrations there are numerous variables that can influence the performance and are 

not considered in temporal stability paradigm (e.g., individual differences and learning 

effects). According to these colleagues (Hedge et al, 2018), subject variability may 

influence the reliability of neuropsychological tasks. Indeed, future researchers should 

rely on alternative ways to assess the longitudinal stability of the disinhibition.  
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9. General Conclusion  

 

As a whole, the results of this Section on the Iowa Gambling Task suggested that this 

task was provided with modest relationship with self-report of impulsivity. Specifically, 

the Iowa Gambling Task estimated showed correlation with the ImpSS and the subscale 

of Sensation Seeking, as operationalized with the UPPS-P. However, this result 

confirmed and extended previous results (e.g., Vasconcelos et al, 2014) indicating that 

individuals with difficulties in planning tend to choose disadvantageous. These findings 

were consistent also with the associations found between the net scores of the overall 

performance of the Iowa Gambling Task and the Risk-Taking scale of PID-5, suggesting 

that this task may provide information about risky choices.  

However, no significant correlations were found between the total net score, and the 

Balloon Analogue Risk Task, that was intended to evaluate risky decision. Nevertheless, 

these findings were consistent with previous research (Lejuez et al, 2003; Upton et al, 

2011), suggesting that these two tasks might measure different behaviors. A possible 

explanation of these results, as previously mentioned, might be the difference in the 

timing of the collection of the money: with the Balloon Analogue Risk Task, money is 

earned after each trial, whereas in the Iowa Gambling Task, money is earned only at the 

end of the task.  

Lastly, these studies extended the present literature about the temporal stability. 

Indeed, the second study of this Section showed that test-retest reliability assessed with 

Spearman r coefficient and Intraclass Correlation Coefficient (ICC), yielded modest 

associations between two times of administrations (i.e., rmean = .41). These findings 

support previous studies (e.g., Buelow & Suhr, 2009; Ernst et al, 2003a; Ernst et al, 

2003b) where a learning effect was supposed in the performance of the Iowa Gambling 

Task. However, my studies showed that relying on a different approach to assess test-

retest reliability provided better results. Indeed, relying on Cronbach’s alpha and Omega 

coefficients, to assess the internal stability of the task in two times of administrations, 

provided good internal consistency in both times.  
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Thus, the results of this Section suggested that the Iowa Gambling Task may be 

provided with good reliability, assessed with the internal consistency coefficient, and 

convergent validity, assessed with self-reports of disinhibition (i.e., Sensation Seeking 

and Risk-Taking scales). Moreover, these results also suggest the importance to evaluate 

the psychometric proprieties of a behavioral task, mostly used with clinical application, 

before the evaluation of more complex and advanced cognitive modelling.  
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SECTION III: DISCUSSION & CONCLUSION 

 

In my opinion, the overall contribution of the present research project lies in its attempt 

at examining the reliability and validity of two neuropsychological tasks (i.e., the stop-it 

task and the Iowa gambling task). In doing this, I tried to consider recent advanced 

cognitive models for computing stop-signal reaction time in order to establish their 

contribution in improving the reliability of SSRT estimates. The findings of my studies 

suggested that relying on advanced cognitive models for assessing the duration of the stop 

process may be useful in research contexts for advancing our knowledge on the ability to 

stop ongoing responses that are no longer appropriate (e.g., Matzke et al, 2017). However, 

when the focus is the study of individual differences in cognitive paradigms, the 

parametric estimation methods did not seem to represent the best choice due to the 

computation time and associated convergence problems, at least according to the results 

of the present studies. 

Assessing the reliability of neuropsychological tasks represents a relevant research 

issue (see, for instance, Elliott et al, 2020), also because the reliability of a measure 

reduces the correlation that can be observed between the target measure and a 

theoretically relevant external construct (Nunnally, 1994; Spearman, 1904). Accordingly, 

low reliability limits the usefulness of the tasks as research and clinical measures (see 

Hedge et al, 2018). In line with the findings reported here, test-retest paradigm may 

underestimate the reliability of tasks, whereas considering the blocks composing tasks as 

test unit may allow for the assessment of internal consistency. 

Notably, in 2008 the National Institute of Mental Health launched the Research 

Domain Criteria (RDoC) as a research framework for studying mental disorders in order 

to obtain better diagnosis and intervention in the future. In his overview of the project’s 

first decade Cuthberth (2022) underscore that one of the challenges experienced by the 

RDoC is related to the issues of measurement and psychometrics. Indeed, in their report 

on tasks and measures, the National Advisory Mental Health Council Workgroup on 

Tasks and Measures for Research Domain Criteria (2016) underlined that all RDoC 

domain subgroups encountered a particular challenge: the absence of psychometric data. 

Accordingly, I think that the results of the present research project might advance our 

knowledge in the field, providing additional data and further analysis useful to understand 
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the basic psychometric properties of two tasks that could be used for assessing one of the 

RDoC Cognitive System Domain (i.e., Response Selection, Inhibition/Suppression 

Subconstruct). 
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